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COMBINATORIAL PROBLEMS IN
CHEMICAL ENGINEERING

= Almost all problems in chemical engineering
especially in process design and operations,
Involve major (or at least some) combinatorial

aspects.

= Examples
Process synthesis
Reaction-pathway (mechanism) identification
Scheduling

Molecular design
etc.




"
CONVENTIONAL APPROACH TO SOLVE
PROCESS DESIGN AND OPERATIONS

PROBLEMS

= Formulation as a general mathematical
programming problem (e.g., MILP, MINLP, NLP)

= Application of a general-purpose solver (e.g.,
GAMS)

= Qutcome:

A practical problem is too complex for the
solver
or

a solvable problem is too simple to be
practical.




CONVENTIONAL APPROACH TO SOLVE PROCESS
DESIGN AND OPERATIONS PROBLEMS (Cont'd)

m Solution 1
Awaliting for a faster computer.
It may be futile: A computer thousand times faster can solve a
problem with only 10 additional binary variables.

= Solution 2
Compromising on the quality of the mathematical model.

= Solution 3
Exploit the specific structure of the problem to accelerate the
search.
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OUR GENERAL PHILOSOPHY IN SOLVING

COMPLEX PROCESS DESIGN AND
OPERATIONS PROBLEMS

To develop

a problem formulation that manifests the unique structure of
the class of problems

and

a solution procedure that exploits the specific structure of the
problem.

= Result:
enormous acceleration (industrial problems become solvable)

= Requirement:

In-depth understanding of both the engineering and mathematical
aspects of the problem

= The efficacy of our paradigm will be illustrated with process
synthesis and scheduling.
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ALGORITHMIC PROCESS SYNTHESIS

Given:
set of products,
set of raw materials _
mathematical models of the operating
units

Generate:

optimal process or
best processes  or
every feasible process

Optimality criteria: _ -
C'Oﬁt’ waste generation, controllability,
rsk,
combinations of them




QUESTION

Is there any method for algorithmic process
synthesis?
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" N
CONVENTIONAL MATHEMATICAL
PROGRAMMING PROBLEM

Mathematical programming
problem
(Objective function, constraints)

Mathematical programming
method

?

Optimal solution

Comment: It is unsuitable for process synthesis.
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ALGORITHMIC PROCESS SYNTHESIS

Cost functions and constraints
for the operating units
and raw materials
Constraints for the product

Generation of the mathematical
9 programming model -

(MILP, MINLP, NLP)
|

Optimal solution

Comment: Model generation is the heart of a synthesis problem. .

NTIAR(,
o s,

<
%
9,



\ J

ALGORITHMIC PROCESS SYNTHESIS

Cost functions and constraints
for the operating units
and raw materials
Constraints for the product

Super-structure
generation
( MANUAL)

Model generation based
on the super-structure

( MANUAL)

MILP, NLP, MINLP

Mathematical

programming

Process Network

Comment: The major activity is performed manually.
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RIGOROUS SUPER-
STRUCTURE

Super-structure that guarantees the optimality.
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"
FORMAL DEFINITION:
RIGOROUS SUPER-STRUCTURE

= Process synthesis problems are not specified as standard
optimization problem (objective function and constraints).

= Suppose that systematic procedure is available so that a
valid mathematical programming model can be generated
for a network of the given operating units.

= A network of operating units Is defined to be a rigorous
super-structure if the optimality of the resultant solution
cannot be improved for any instance of the class of

problems by any other procedure for network and model
generation.
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HOW CAN A RIGOROUS SUPER-
STRUCTURE BE GENERATED

= Stepl. Exploring key features of the structures of
feasible processes (or the structures of optimal
processes) which are valid for each instance of the
class of problems.

= Step2. Developing an algorithm that can generate a
network including all structures possessing every key
feature of these structures.

= |llustration: separation network synthesis
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DIFFICULTIES IN ALGORITHMIC
PROCESS SYNTHESIS:
ILLUSTRATION BY SEPARATION
NETWORK SYNTHESIS
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PROBLEM DEFINITION

Given:
multicomponent feed-streams,
single or multicomponent product-streams,
operating units (separators, dividers, mixers)

Generate:
the cost-optimal network
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OPERATING UNITS

Separator :
simple and sharp

Mixer

Divider
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9
COST FUNCTION OF A SEPARATOR

= Concave
= Strictly monotone increasing
= Zero for zero mass-load
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9
SEPARATION NETWORK SYNTHESIS (SNS)

?

o
Feed —% >

Streams > Optimal network of >

Product
Streams

separators, dividers and

mixers
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UNEXPECTED PROPERTY: RECYCLING

120

1 |0o
20
100

1 |O
200

Optimal network



SUMMARY OF STRUCTURAL PROPERTIES OF
OPTIMAL SEPARATION NETWORKS

Product streams Pure Multicomponent

Feed streams Single Multiple Single | Multiple

recycling Impossible | possible possible | possible
redundancy Impossible | possible possible | possible
premixing Impossible | possible | impossible | possible

bypassing Impossible | impossible | possible* | possible

* Maximal bypass is not necessary optimal
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PROVED STATEMENTS ON THE STRUCTURAL
PROPERTIES OF OPTIMAL SEPARATION NETWORKS

If a network producing pure product-streams Is optimal, each
of its dividers must be in a loop of this network (concave,
strictly monotone increasing, zero for zero mass-load cost
function).

An optimal separation network with a linear cost function do
not contain recycling.

Optimal separation networks with a nonlinear cost function
may include redundant separators (concave, strictly monotone
Increasing, zero for zero mass-load cost function).

An optimal separation network with a linear cost function may
contain non-maximal bypasses. T
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SNS WITH LINEAR COST
FUNCTION

This type of SNS problems is examined by:

Floudas (1987)
Wehe and Westerberg (1987)
Quesada and Grossmann (1995)
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= Available algorit
based on incomp

= Available a

nmic methods are usually
ete super-structures.

gorithmic mathematical

programming models
do not exploit specific features of the class of

problems, and

have nonlinear (bilinear) constraints.
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PROPOSED METHOD

Features of the new method:
Based on a rigorous super-structure

Exploits the combinatorial features of the class of
problems

Generates better solution
Faster
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ALGORITHM SNS-LMSG

It generates the rigorous super-structure.
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ALGORITHM SNS-LMSG

= Step 1. (Initialization.)

Step 1.1. Let each feed-stream (raw material) be
represented by a vertex. Let each product-stream be
represented by a vertex.

Step 1.2. Assign a divider to every feed-stream and
connect each feed-stream to the corresponding divider,
and a mixer to each product-stream and connect the
outlet stream from the mixer to the corresponding
product-stream.
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ALGORITHM SNS-LMSG

=Step 2. (Creating separators and establishing
bypasses.)

Step 2.1. Create all types of separators, each of which
performs a separation between any pair of components
In the feed-stream into the divider, and connect an outlet
stream from the divider to another separator.

Step 2.2. Connect the outlet-streams from the divider to
the mixers for the product-streams if it is plausible.




" S g
ALGORITHM SNS-LMSG

= Step 3. (Creating dividers.)
Consider every separator in the structure.

Step 3.1. Assign a divider to each outlet stream from the
separator.

Step 3.2. Repeat Steps 2 and 3.
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CLASS OF PROBLEMS TO ILLUSTRATE
THE SUPER-STRUCTURE GENERATION

Stream Component
Feed-stream 1 A B C
Feed-stream 2 A B C

Product-stream 1 A B
Product-stream 2 B C

Product-stream 3 - - C
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MATHEMATICAL MODEL BASED ON
RIGOROUS SUPER-STRUCTURE

= Generated algorithmically
P
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" I
EXAMPLE SNS 1
(Quesada and Grossmann, 1995)

Component A B C
Feed-stream 10 10 10
Product-stream 1 6 4 2
Product-stream 2 4 6 8

The objective function to be minimized is the sum of the
total flows into the separators.
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Super-
structure In

Quesada and

Grossmann
(1995)
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Optimal solution
Optimum: 12

sh

[10,10,10] i
b—bé

Note: it is identical with that
of published in Quesada
and Grossmann (1995)

: [6,4,2]

s

[4,6,8]

;
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EXAMPLE SNS 2
(Quesada and Grossmann, 1995)

Component A B C D
Feed-stream 1 6 4 0 0
Feed-stream 2 8 6 10 6
Feed-stream 3 0 0 5 5
Degree of Difficulty 4 1.5 4
Product Sum of the Component
components Information
Product-stream 1 15 A>9 B<3 C<3 D=0
Product-stream 2 20 B>7 C>7 B=C

Product-stream 3 15 D>9 A=0
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[6,4,0,0] 4.5
>—<

[8,6,10,6] :
D

[0,0,5,5]

34D

M

1.788
3.722 8.479
13 — » 0.944 B
2.544
s2 —> [4,7,7.2]
M >—pe
4.8 —
D 8.8
17
1.6 CD

M

Structure obtained by Quesada and Grossmann (1995)

The value of the cost function is 138.7.




[4.5,3,0,0] [10,3,2,0]

[6,4,0,0] 4 /MV "

[1.5,1,0,0]
/Ml/—b— st
|

[8,6,10,6] [2.667,2,3.333,2] [4,7,7,2]
D, }"‘
Fé [1.333,1,0,0] ':1
[0,0,3.667,0]

S3

L@
[0,0,1,0.6] >£(:,-6,9]

[0,0,2,0]

[4,3,0,0]
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[5.333,4,6.667,4] [0,0,5.667,3.4]

[0,0,5,5]

M

Optirenal structure generated by the new method:
The value of the cost function is 104.3.
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COMPARISON IN SOLVING EXAMPLE

SNS 2

Method Number of Type of Optimal Computation
based on variables model  solution time

Quesada and 113 nonlinear  138.7 0.74*

Grossmann’s

super-structure

Proposed 90 linear 104.3 0.55**

rigorous super-

structure

* From the publication: on IBM RS600/530.
Note that we were not able to duplicate the result.
** On a PC (Pentium, 100MHz) with GAMS as the solvergs:
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CONCLUDING REMARKS ON
SEPARATION NETWORK

SYNTHESIS

This simple class of synthesis problems
llustrates:

the difficulty of synthesis
the need for mathematical foundation

algorithmic solution (optimality guaranteed)
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COMBINATORIAL
TECHNIQUE IN PROCESS
DESIGN AND SYNTHESIS
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INTRODUCTION

MINLP
min g(x.y)

S.t.
f(x, y)<0
XeR", ye{0, 1}m

= Most MINLP model can not represent a practical
problem.

= Additional information is embedded implicitly in the
model of a practical problem.

= |dea: this Information can effectively control the
procedure.
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ILLUSTRATIVE EXAMPLE
PNS 1

Operating units:

—>—F ——A E——
c——» | 1 D—»— 2 3 > C
F——] —>—C G—>— K——]
4 5 ——D J—>— 6 ——F 7 ——H
G—>— ——D H—>— L—>—

Product: A - 4 5
Raw materials: E, G, J, K, L

Feasible flowsheet
57
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EXAMPLE PNS 1

Product: A
Raw materials: E, G, J, K, L
Plausible operating units

Type Inputs Outputs
1 C A, F
2 D A, B
3 E,F C
4 F G C,D
5 G,H D
6 J F
7 K, L H

58
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Number of
operating units: 7
binary variables: 7

combinations: 127 (=27-1)
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SYNTHESIS OF AN INDUSTRIAL
PROCESS
(EXAMPLE PNS 2)

Product: A61

Raw materials: Al, A2, A3, A4, A6, A7, A8, All,
Al5, Al7, A18, Al19, A20, A23, A27, A28, A29,
A30, A34, A43, A4/, A49, AS2, AS4

60




PLAUSIBLE OPERATING UNITS
No. Type Inputs Outputs
1 Feeder Al A5
2 Reactor A2, A3, Ad A9
3 Reactor A3, A4, A6, All Al10
4 Reactor A3, A4, A5 Al2
5 Reactor A3, A4, A5 Al3
6 Reactor A7,A8, Al4 Al6
7 Reactor A8, Al4, Al8 Al6
8 Separator A9, All A21, A22, A24
9 Separator  Al10, All A22, A24, A37
10  Separator  Al2 A25, A26
11  Separator  Al3 A25, A3l
12 Dissolver  Al5, Al6 A32

61
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PLAUSIBLE OPERATING UNITS (Cont'd)

No. Type Inputs Outputs
13  Reactor Al4, Al7, A18, A19, A20 A33

14  Reactor A6, A21 A35

15  Washer A22, A23 A48

16  Washer A5, A24 A36

17  Separator A5, All, A25 A37, A38, A39
18  Separator  All, A26 A40, A42
19  Reactor Al4, A27, A28, A29, A30 A4l

20  Separator All, A3l A40, A42
21  Centrifuge A32 Ad4, A45
22 Washer A33, A34 A46

23  Separator  A36 Al4, A48
24  Separator  A38 Al4, A48
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PLAUSIBLE OPERATING UNITS (Cont'd)

No. Type Inputs Outputs
25  Filter A4l A50, A51
26  Washer A43, Ad4 A53

27  Filter A46 A55, A56
28  Separator  A47,A48 A5, A57
29  Separator A48, A49 A5, A58
30  Separator  AS3S0 A59, A60
31  Dryer Ab1, A54 A6l

32  Dryer A52, A53 AG1

33  Dryer A54, A55 AG1

34  Distillation A59 A62, A63
35  Separator  A60 A64, A65

63




Number of
operating unit: 35
binary variables: 35
combinations: 34 billion

subproblems at a B&B (worst case): 130 million
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SOURCE OF COMPLEXITY

Combinatorial nature of the problem

65




" S
COMBINATORIAL TOOLS

Our rigorous technique is based on combinatorics,
especially,

on the following items.
P-graph
New structure representation.

Axioms

The fundamental properties of combinatorially feasible
rocess structures (e.g., every operating unit has at
east one path leading to a product).

Algorithms

Effective and rigorous combinatorial algorithms for
process synthesis.

66
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STRUCTURAL
REPRESENTATION

= Simple directed graphs are Incapable of
oroviding an unambiguous representation In
orocess synthesis.

" Process graphs or P-graphs are introduced for
structural representation in process synthesis.
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CONVENTIONAL AND P-GRAPH
REPRESENTATION

! r

7 L

reactor distillation column

Y /K P-graph

reactor distillation column
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"
FORMAL DEFINITION: P-GRAPH

= A P-graph can be considered as a directed bipartite
graph.
M is the set of materials
O Is the set of operating units, where
Oc o (M)x (M), OnNM=J

" If (0,f) €O, then, a Is the input set, and [ is the output set
of this operating unit.

= Pair (M,0O) is defined to be a P-graph with the set of
vertices MuUO and the set of arcs

{(X,¥):y=(a,,f) €O & xea} U {(y,X):y=(a,B)eO & xef}.




Example
B C D E F
¥ AR
A B C C A

M1={A, B, C, D, E, F}
O1={({B, C}, {A}), ({D, E}, {B, C}), ({F}, {A, C})}




FORMAL DESCRIPTION OF THE
COMBINATORIAL COMPONENT OF PNS

= |_et a finite set of materials M be given.

" The combinatorial components of a PNS problem
IS given by triplet (P,R,0)

where
PcM is the set of products to be produced

RcM is the set of raw materials

Oc o (M)x o (M) is the set of operating units.
" |t is assumed that PNR=.




P-GRAPH REPRESENTATION OF A
SYNTHESIS PROBLEM PNS 2

Notation:
material
— operating unit

A58

A27 A28 A29 A30
Al7 A19

A20
19
13
A33 A34 A4l
- 25
22
A45 A51
| A54
Ad4 A50
31

A61
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AXIOMS OF COMBINATORIALY FEASIBLE
PROCESS STRUCTURES

For given process synthesis problem, a P-graph satisfying the
following five axioms is a combinatorially feasible structure.

(S1)
(S2)
(S3)
(S4)

(S5)

Every final product is represented in the structure.

A material represented in the structure is a raw material if and
only if it is not an output of any operating unit represented in
the structure.

Every ogerating unit represented in the structure is defined in
the synthesis problem.

Any operating unit represented in the structure has at least
one path leading to a product.

If a material belongs to the structure, it must be an input to or
otutpl%t from at least one operating unit represented in the
structure.

73

VIP

859




"
ILLUSTRATIVE EXAMPLE FOR THE @
COMBINATORIALLY FEASIBLE STRUCTURES:

EXAMPLE PNS 1

Operating units given:

A A
Sry

Available raw materials: E, G, J, K, L
Product: A




"
COMBINATORIALLY FEASIBLE
STRUCTURES OF EXAMPLE PNS 1

Solution #1 Solution #2 Solution #3 Solution #4 Solution #5

Solution #6 Solution #7  Solution #8 Solution #9
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COMBINATORIALLY FEASIBLE @
STRUCTURES OF EXAMPLE PNS 1

(Cont'd)

F G
4
D
2
A B A B
Solution #11 Solution #12

A B A B

Solution #13 Solution #14 Solution #15 Solution #16
76
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COMBINATORIALLY FEASIBLE @V
STRUCTURES OF EXAMPLE PNS 1

(Cont'd)

Solution #17 Solution #18 Solution #19

77
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SYNTHESIS OF AN INDUSTRIAL
PROCESS

(EXAMPLE PNS 2)

Product: A6l

Raw materials: Al, A2, A3, A4, A6, A7, A8, All, Al5,
Al7, A18, A19, A20, A23, A27, A28, A29, A30, A34,
A43, Ad7, A49, A52, A54

78




® The flve axioms reduce the

34 billion combinations of the operating units to
3,465 combinatorially feasible structures.

The optimal solution is included in the set of 3465
feasible structures.
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" J
ILLUSTRATION OF THE REDUCTION
IN THE SEARCH SPACE




V]

" J
ILLUSTRATION OF THE REDUCTION
IN THE SEARCH SPACE

889
= r =

10.000 x
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ALGORITHMIC
GENERATION OF THE
MAXIMAL STRUCTURE




" S g
MAXIMAL STRUCTURE

*=The union of all combinatorially feasible
structures iIs called the maximal structure.

" The maximal structure is a rigorous super-
structure.

83




"
MAXIMAL STRUCTURE OF THE
ILLUSTRATIVE EXAMPLE PNS 1




=

' 9
ALGORITHM MSG: GENERATION OF THE
MAXIMAL STRUCTURE

= |nput:
Synthesis problem given by
set of raw materials
set of products
set of candidate operating units
= Output:
maximal structure

85




" B o
\
ALGORITHM MSG: GENERATION OF THE
MAXIMAL STRUCTURE

Inputs: sets M, P,R, O;

comment. PcM, RcM, Ocp(M)xp(M), O~M=,
PNR=:

output: maximal structure (m,o0) of synthesis
problem (P, R, O);

begin
reduction part of the algorithm;
composition part of the algorithm;




stl: 0:=0\¢(R);
st2: M:=¥(O);
st3: r:=¥Y-(O)\( ¥*(O)UR);
lp4: while r is not empty do
begin
let x be an element of r;

reduction part of M:=M\{x};
the algorithm; 0:= @*({x});
0:=0\0;
r:=(ro( 'P*(o)\ ¥*(0)))\{x}
end;
co5: if PMM=P then stop;
comment: there is no maximal structure;




st6:
lp7:
composition part
of the algorithm;
st8:

p:=P; m:= J; 0:= J;
while p is not empty do
begin

let x be an element of p;
m:=mwuq{x};

0,:= ¢ ({x});

0:=0U 0,;

p:=(pu P ( 0,))\(RUm);
end;

m:= ¥(o);

Note: The complexity of algorithm MSG is polynomial.

S
g
£
88 s
z
A




" J @
Example (Generation of the maximal structure)
Materials:

M={A,B,C,D,E,FG H,IJ, K, L MN,Q,T,U, V}
Product:

P={B}
Raw materials:

R={F, H, M, T}
Operating units:

O={({C, D, F}, {A}), (D}, {B,G}),
({E}, {B, U}), ({F, G}, {C, D}),
({G, H}, {D)), ({H, 1}, {E}),
(1J, K}, {E}), (M}, {G}),
(IN, Q}, {H}), ({T, U}, {1}),
({VH B}




A B

Input structure for algorithm MSG




11

Sturcture generated by statements stl and st2;
materials belonging to set r of st3 are underlined.

=R\ Wl °
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Structure generated after the first iteration of loop Ip4.
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[
Structure of the second itération of loop Ip7.







B v
Structure after the fourth iteration of loop Ip7. 07 |\ °







B

Output of algorithm MSG: maximal structure




ALGORITHMIC
GENERATION OF FEASIBLE
STRUCTURES




OBSERVATION

The axioms are not in procedural form to generate
process structures: additional tool is required
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DECISION-MAPPING

Decision-mapping is a novel mathematical notion to
render the complex decisions in process synthesis
consistent and complete.
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"
FORMAL DEFINITION: DECISION
MAPPING

= Mapping or function is a subset of a Cartesian product of
domain D and range R.

= Function f is a set of pairs (X, y) where xeD and y=f(x)eR; this set
of pairs is denoted by f[D].

= et A be a mapping from M to the set of subsets of O, i.e.,
A[M]cMx ¢ (0O). This mapping determines the set of operating
units producing material X for any XeM.

" A(X)={(at, B):(ca, B)eO and Xep} where
m IS a subset of M X Is an element of m.

= J3[m]={(X, 6(X)):Xem} is a decision mapping on m if 8(X) is a
subset of A(X) for each Xem.

(See Friedler et al., 1995b)




" J
= Example

AD)=2 AE)=T AF)=Q

A(C)={({D, E}, {B, C}),

AB)={({D. E}, {F}. {A C}H}

1B.ChH}

AA)={({B, C}, {A}),
A {F} {A C})}

Maximal decision mapping A represents the whole
structure where

A[{A, B, C, D, E,}J]={(A, A(A)), (B, A(B)), (C, A(C)),
(D, A(D)), (E, A(E)), (F, A(F))}




= Example (Cont'd)

D E
2
5,(B)={({D, E}, C
{B,CH} 4
5(A={({B, C}, {A})}
A

Decision mapping 81 represents a substructure
where

O1[1A, B}l = {(A, 5,(A)), (B, 6,(B))}




ALGORITHM SSG FOR GENERATING ALL At

SOLUTION-STRUCTURES OF A
SYNTHESIS PROBLEM

= |nput:
Maximal structure

= QOutput:
All solution-structures of the synthesis problem
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"
ALGORITHM SSG FOR GENERATING ALL
SOLUTION-STRUCTURES OF ASYNTHESIS

PROBLEM

input: M, P, R, A[M];

comment: P, R, A[M] belong to synthesis problem (P, R, O),
where

PcM, ReM, PrR = <, A(X) = {(a, B)[(a, B)eO & xef}, A(X) =
U < XeR,

AIM] = {(x, A(x))|[xeM}, 8[m] is a decision-mapping on (M, O);
output: all solution-structures of synthesis problem (P, R, O);
global variables: R, A[M];

begin

If P = then stop;
SSG(P, ¥, ©)

end
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procedure SSG( p, m, d[m] )
begin
if p = & then begin write 6[m]; comment: 5[m] defines a solution-structure;
return end
let xep;
C:= p(A(x)\{D};
for all ceCdo
begin _
if Vyem, cno(y) = G & (A(x)\c)d(y) = D
then
begin
o[mu{x}]:= 6[m]A{(x, c)};
SSG(pumat™ (c))\(Rumu{x}), muix}, S[mu{x}])
end
end
return
end



" J
COMBINATORIALLY FEAS
STRUCTURES OF EXAMP

BLE
LEPNS 1

GENERATED BY ALGORIT

6
F F G
3 4
C C D
1 1
A A

AM SSG

Solution #1 Solution #2 Solution #3 Solution #4 Solution #5

Solution #6 Solution #7 Solution #8
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Solution #9




A B
Solution #10 Solution #11 Solution #12

Solution #13 Solution #14 Solution #15 Solution #16
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Solution #17

Solution #18
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" S
EXAMPLE PNS 1

= Operating units given
C D E F F G
F A A B l C D
G H J K L
D F H

= Available raw materials: E, G, J, K, L
= Product: A




" @

Depth of recursion: 0

{1}*, {2}, {1, 2}
— procedure SSG( p, m, 8[m] ) p={A}, m=
begin
if p = @ then begin write o[m]; p={A}
return end
let xep; p={A}, x=A;
C:= p (AN} AA)={1, 2}
forallceCdo C={ {1}, {2}, {1, 2} }, c={1}
begin _
if Vyem, cno(y) = @ & (A(x)\c)d(y) = D true
m=J, c={1}, A(A)={1, 2}
then
begin
O[muU{x}]:= d[m]U{(x, c)};, m=, x=A, c={1}
= SSG(pumat™ (c))\(Rumuix}), mu{x}, S[mu{x}]) 5[] =
p={A}, mat" ({1}) ={C}, R={E, J, G, K, L}
m=, x=A
end
end

retu rn &V.s di=z= &e&o




" S i)
Depth of recursion: 1 \./

{1}*, {2}, {1, 2}

— procedure SSG( p, m, o[m] ) p={C}, m={A} 3}*, {4}, {3, 4}
begin
if p = @D then begin write 5[m]; p={C}
return end
let xep; p={C}, x=C;
C:= pAKNDY A0)=(3, 4)
forallceCdo C={{3}, {4}, {3, 4}}, c={3}
begin _
if Vyem, cno(y) = @ & (A(x)\c)d(y) = D true .
m={A}, c={3}, A(C)={3, 4}
then
begin
O[muU{x}]:= d[m]U{(x, c)}; m={A}, x=C, c={3}
— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}]) SH{AN]
p={C}, mat" ({3}) ={E, F}, R={E, J, G, K, L}
m={A}, x=C
end
end

return
end




" S i)
Depth of recursion: 2 \./

{1}*, {2}, {1, 2}

— procedure SSG( p, m, 8[m] ) p={F}, m={A, C} 3} {4}, (3, 4)
begin

if p = & then begin write S[m]; p={F} {1}*, {6}, {1, 6}

return end
let xep; p={F}, x=F;
C:= p (AKX}, AlF)={1, 6}

forallceCdo C={{1}, {6}, {1, 6}, c={1}
begin _
if Vyem, cno(y) = @ & (A(x)\c)d(y) = D true
m={A, C}, c={1}, A(F)={1, 6}

then
begin
O[muU{x}]:= d[m]U{(x, c)}; m={A, C}, x=F, c={1}
— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
p={F}, mat" ({1}) ={C}, R={E, J, G, K, L}
m={A, C}, x=F
end S[{A, C}]
end

return
end




" J @

Depth of recursion: 3

{1}, {2}, {1, 2}
— procedure SSG( p, m, d[m]) p=Y, m={A, C, F} (3}* {4}, {3, 4}
begin
if p = & then begin write 5[m]; p= {1}*, {6}, {1, 6}
— return end
let xep;

C:= o (AX)\{D};
for all ceCdo

begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin
o[muix}]:= o[m]A{(x, c)};
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])

end
end

return
end O[{A, C, F}]

Solution 1 g,
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—

procedure SSG( p, m, o[m]) p={F}, m={A, C}
begin
if p = @D then begin write 5[m]; p={F}
return end
let xep; p={F}, x=F;
C:= o (AX))\{D}; AlF)={1, 6}
forallceCdo C={{1}, {6}, {1, 6} }, c={6]
begin _
if Vyem, cno(y) = G & (A(x)\c)Nd(y) = D false
m={A, C}, c={6}, A(F)={1, 6}
then
begin
o[mufx}]:= 6[m]A{(x, c)};
SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
end
end
return
end

Depth of recursion: 2 \./!

{1}, {2}, {1, 2}
{3}*, {4}, {3, 4}
{1}, {6}*, {1, 6}

o[{A, C}]




" S i)
Depth of recursion: 2 \./

{1}, {2}, {1, 2}
procedure SSG( p, m, d[m] ) p={F}, m={A, C} 3} {4}, (3, 4)
begin
if p = & then begin write S[m]; p={F} {1}, {6}, {1, 6}*

return end
let xep; p={F}, x=F;
C:= o (AX))\{D}; AlF)={1, 6}
forallceCdo C={ {1}, {6}, {1, 6}},c={1, 6}
begin _
if Vyem, cno(y) = @ & (A(x)\c)d(y) = D true
m={A, C}, c={1, 6}, A(F)={1, 6}

then
begin
O[muUix}]:= d[m]U{(x, c)}; m={A, C}, x=F c={1, 6}

— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
p={F}, mat" ({1, 6}) ={C, J}, R={E, J, G, K, L}
m={A, C}, x=F
end
end o[{A, C}]

return
end




" J @

Depth of recursion: 3

{1}, {2}, {1, 2}
= pro?edure SSG( p, m,d[m]) p=Y, m={A, C, F} (3}* {4}, {3, 4}
begin
if p = & then begin write 5[m]; p=U {1}, {6}, {1, 6}*
— return end !
let xep;

C:= o (AX)\{D};
for all ceCdo

begin _
if Vyem, cno(y) = D & (A(x)\c)o(y) = D
then
begin
o[muix}]:= o[m]A{(x, c)};
SSG(pwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])

end
end

return
end O[{A, C, F}]

Solution 2 .o,
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" J @

Depth of recursion: 2

{1}*, {2}, {1, 2}
procedure SSG( p, m, o[m]) p={F}, m={A, C} (3)*, {4}, (3, 4)
begin
if p = & then begin write 5[m]; p={F} {1}, {6}, {1, 6}*

return end
let xep; p={F}, x=F;
C:= p (AKX}, AlF)={1, 6}
forallceCdo C={{1}, {6}, {1, 6}

begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin
o[muix}]:= o[m]A{(x, c)};
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])

end
= end

& return
end O[{A, C}]




" S i)
Depth of recursion: 1 \./

{1}*, {2}, {1, 2}

procedure SSG( p, m, d[m] ) p={C}, m={A} (3}, {4}*, {3, 4}
begin
if p = @D then begin write 5[m]; p={C}
return end
let xep; p={C}, x=C;
C:= pAKNDY A0)=(3, 4) c
forall ceCdo C={ {3}, {4}, {3, 4}}, c={4}
begin _
if Vyem, cnd(y) = D & (A(x)\c)Nd(y) =D true '
m={A}, c={4}, A(C)={3, 4}
then
begin F A
O[muU{x}]:= d[m]U{(x, c)}; m={A}, x=C, c={4} S[{A}]
— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
p={C}, mat™" ({4}) ={F, G}, R={E, J, G, K, L}
m={A}, x=C
= end
end
return
end




"

Depth of recursion: 2

{1}*, {2}, {1, 2}

— procedure SSG( p, m, 8[m] ) p={F}, m={A, C} 3}, {4}, (3, 4)
begin

if p = & then begin write S[m]; p={F} {1}*, {6}, {1, 6}

return end
let xep; p={F}, x=F;
C:= p (AKX}, AlF)={1, 6}

forallceCdo C={{1}, {6}, {1, 6}, c={1}
begin _
if Vyem, cno(y) = @ & (A(x)\c)d(y) = D true
m={A, C}, c={1}, A(F)={1, 6}

then
begin
O[muU{x}]:= d[m]U{(x, c)}; m={A, C}, x=F, c={1}

— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
p={F}, mat" ({1}) ={C}, R={E, J, G, K, L}
m={A, C}, x=F
end
end o[{A, C}]

return
end




Depth of recursion: 3

{1}, {2}, {1, 2}
— procedure SSG( p, m, d[m]) p=Y, m={A, C, F} 31, {4y, {3, 4}
begin
if p = & then begin write 5[m]; p= {1}*, {6}, {1, 6}
— return end
let xep;

C:= o (AX)\{D};
forallceCdo
begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin
o[muix}]:= o[m]A{(x, c)};
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])
end
end

return
end
o[{A, C, F}]

Solution 3 <




Depth of recursion: 2

{1}*, {2}, {1, 2}
procedure SSG( p, m, o[m]) p={F}, m={A, C} 3}, {4}, (3, 4)
begin
if p = & then begin write 5[m]; p={F} {1}, {6}*, {1, 6}

return end
let xep; p={F}, x=F;
C:= o (AX))\{D}; AlF)={1, 6}
forallceCdo C={{1}, {6}, {1, 6} }, c={6]
begin _
if Vyem, cno(y) = G & (A(x)\c)Nd(y) = D false
m={A, C}, c={6}, A(F)={1, 6}
then
begin
o[mufx}]:= 6[m]A{(x, c)};
SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
— end

end SL{A, C}]

return
end




"
Depth of recursion: 2

{1}, {2}, {1, 2}
procedure SSG( p, m, d[m] ) p={F}, m={A, C} 3}, {4}, (3, 4)
begin
if p = & then begin write S[m]; p={F} {1}, {6}, {1, 6}*

return end
let xep; p={F}, x=F;
C:= o (AX))\{D}; AlF)={1, 6}
forallceCdo C={ {1}, {6}, {1, 6}},c={1, 6}
begin _
if Vyem, cno(y) = @ & (A(x)\c)d(y) = D true
m={A, C}, c={1, 6}, A(F)={1, 6}

then
begin
O[muUix}]:= d[m]U{(x, c)}; m={A, C}, x=F c={1, 6}

— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
p={F}, mat" ({1, 6}) ={C, J}, R={E, J, G, K, L}
m={A, C}, x=F S[{A, C}]
end
end

return
end




— procedure SSG( p, m, d[m]) p=, m={A, C, F}

begin
if p = O then begin write o[m]; p=Y
= return end
let xep;
C:= o (AT}
forallceCdo
begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin

o[muix}]:= 8[m]uA(x, c)};

SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])

end
end
return
end

Depth of recursion: 3
{1}*, {2}, {1, 2}
{3}, {4}*, {3, 4}
{1}, {6}, {1, 6}*

O[{A, C, F}]

Solution 4




Depth of recursion: 2

{1}*, {2}, {1, 2}
procedure SSG( p, m, o[m]) p={F}, m={A, C} 3}, {4}, (3, 4)
begin
if p = & then begin write 5[m]; p={F} {1}, {6}, {1, 6}*

return end
let xep; p={F}, x=F;
C:= (AN} AlF)={1, 6}
forallceCdo C={{1}, {6}, {1, 6}}
begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin
o[muix}]:= o[m]A{(x, c)};
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])
end
— end
& return
end




" S i)
Depth of recursion: 1 \/

{1}*, {2}, {1, 2}
procedure SSG( p, m, d[m] ) p={C}, m={A} 13}, {4}, {3, 4}*
begin
if p = @D then begin write 5[m]; p={C}
return end
let xep; p={C}, x=C;
C:= p(ANDY; AC)=(3, 4) :
forallceCdo C={{3}, {4}, {3, 4}}, c={3, 4}
begin _
if Vyem, cnd(y) = J & (A(x)\c)Nd(y) =D true '
m={A}, c={3, 4}, A(C)={3, 4}
then
begin F A
O[muU{x}]:= d[m]U{(x, c)}; m={A}, x=C, c={3, 4}
— SSG(pumat™ (c))\(Rumuix}), muix}, S[muix}]) o[{A}]
p={C}, mat ({3, 4}) ={E, F, G}, R={E, J, G, K, L}
m={A}, x=C
= end
end
return

end




"
Depth of recursion: 2

{1}*, {2}, {1, 2}

— procedure SSG( p, m, 8[m] ) p={F}, m={A, C} 3}, {4}, {3, 4}*
begin

if p = & then begin write S[m]; p={F} {1}*, {6}, {1, 6}

return end
let xep; p={F}, x=F;
C:= p (AKX}, AlF)={1, 6}

forallceCdo C={{1}, {6}, {1, 6}, c={1}
begin _
if Vyem, cno(y) = G & (A(x)\c)nd(y) =& true
m={A, C}, c={1}, A(F)={1, 6}

then
begin
O[muU{x}]:= d[m]U{(x, c)}; m={A, C}, x=F, c={1}

— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
p={F}, mat" ({1}) ={C}, R={E, J, G, K, L}
m={A, C}, x=F ol{A, Ci]
end
end

return
end




Depth of recursion: 3

{1}, {2}, {1, 2}
— procedure SSG( p, m, d[m]) p=Y, m={A, C, F} 31, {4}, {3, 4}*
begin
if p = & then begin write 5[m]; p= {1}*, {6}, {1, 6}
— return end
let xep;

C:= o (AX)\{D};
forallceCdo
begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin
o[muix}]:= o[m]A{(x, c)};
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])
end
end

return O[{A, C, F}]

end
Solution 5




Depth of recursion: 2

{1}*, {2}, {1, 2}
procedure SSG( p, m, o[m]) p={F}, m={A, C} 3}, {4}, {3, 4}*
begin
if p = & then begin write 5[m]; p={F} {1}, {6}*, {1, 6}

return end
let xep; p={F}, x=F;
C:= o (AX))\{D}; AlF)={1, 6}
forallceCdo C={{1}, {6}, {1, 6} }, c={6]
begin _
if Vyem, cno(y) = G & (A(x)\c)Nd(y) = D false
m={A, C}, c={6}, A(F)={1, 6}
then
begin
o[mufx}]:= 6[m]A{(x, c)};
SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
= end
end

o[{A, C}]

return
end




"
Depth of recursion: 2

{1}, {2}, {1, 2}
procedure SSG( p, m, d[m] ) p={F}, m={A, C} 3}, {4}, {3, 4}*
begin
if p = & then begin write S[m]; p={F} {1}, {6}, {1, 6}*

return end
let xep; p={F}, x=F;
C:= o (AX))\{D}; AlF)={1, 6}
forallceCdo C={ {1}, {6}, {1, 6}},c={1, 6}
begin _
if Vyem, cno(y) = @ & (A(x)\c)d(y) = D true
m={A, C}, c={1, 6}, A(F)={1, 6}

then
begin
O[muUix}]:= d[m]U{(x, c)}; m={A, C}, x=F c={1, 6}

— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}])
p={F}, mat" ({1, 6}) ={C, J}, R={E, J, G, K, L}
m={A, C}, x=F
end
end

return
end




Depth of recursion: 3

{1}, {2}, {1, 2}
— procedure SSG( p, m, d[m]) p=Y, m={A, C, F} 31, {4}, {3, 4}*
begin
if p = & then begin write 5[m]; p=U {1}, {6}, {1, 6}*
— return end )
let xep;

C:= o (AX)\{D};
forallceCdo
begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin
o[muix}]:= o[m]A{(x, c)};
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])
end
end
return o[{A, C, F}]

end

Solution 6




Depth of recursion: 2

{1}*, {2}, {1, 2}
procedure SSG( p, m, o[m]) p={F}, m={A, C} 3}, {4}, {3, 4}*
begin
if p = & then begin write 5[m]; p={F} {1}, {6}, {1, 6}*

return end
let xep; p={F}, x=F;
C:= o (AX))\{D}; AlF)={1, 6}
forallceCdo C={{1}, {6}, {1, 6}
begin _
if Vyem, cno(y) = G & (A(x)\c)No(y) = D
then
begin
o[mufx}]:= o[m]A{(x, c)};
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])
— end
end O[{A, C}]

& return
end




" @

Depth of recursion: 1

{1}, {2}, {1, 2}
procedure SSG( p, m, o[m] ) p={C}, m={A} 13, {4}, {3, 4}*
begin
if p = @D then begin write 5[m]; p={C}
return end
let xep; p={C}, x=C;
C:= p(ANDY; AC)=(3, 4} :
forallceCdo C={ {3}, {4}, {3,4}}
begin _
if Vyem, cnd(y) = J & (A(x)\c)d(y) = & '
then
begin
o[mufx}]:= o[m]A{(x, c)}; f A
SSG(puwmat™ (c))\(Rumu{x}), muix}, S[mu{x}])
end o[{A}]
—
end
« return

end




" @

Depth of recursion: 0

{1}, {2}*, {1, 2}
procedure SSG( p, m, d[m] ) p={A}, m=
begin
if p = @ then begin write o[m]; p={A}
return end
let xep; p={A}, x=A;
C:= p (A} AlA)={1, 2}
forallceCdo C={{1}, {2}, {1, 2} }, c={2}
begin _
if Vyem, cno(y) = G & (A(x)\c)nd(y) =& true
m=J, c={2}, A(A)={1, 2}
then
begin
O[muU{x}]:= d[m]U{(x, c)};, m=, x=A, c={2}
— SSG(pumat™ (c))\(Rumuix}), muix}, d[mu{x}]) o[dl=9
p={A}, mat™" ({2}) ={D}, R={E, J, G, K, L}
m=, x=A
— end
end

retu rn &V.s di=z= e&f.‘




"
RECURSIVE STEPS OF
ALGORITHM SSG

Number Depth of Parameter Parameter

of call recursion
0

WNPFPWWNWWNWWNPE

P
{A}
{C}
{F}

m

%)

{A}
{A,C}
{A,C,F}
{A,C,F}
{A,C}
{A,C,F}
{A,C,F}
{A,C}
{A,C,F}
{A,CF}
{A}
{A,D}
{A,D,F}

Parameter

d[m]

%)
{(A{1D}
{(A{1}).(C{3h}
{(A{1}).(C.{3D).(F{1})}
{(A{1}).(C.{3}).(F{1.6})}
{(A{1}).(C{4D}
{(A{1}).(C{4}).(R{1})}
{(A{1}).(C{4}).(R{1,6})}
{(A{1}).(C.{3.4})}
{(A{1}).(C{3,4}).(F{1})}
{(A{1}).(C{3,4}).(F{1,6})}
{(A{2})}
{(A{2}).(D.{4}D}
{(A{2}).(D.{4}).(R{6})}

Remark

Initial call

Solution #1

Solution #2

Solution #3
Solution #4

Solution #5
Solution #6

Solution #7




RECURSIVE STEPS OF ALGORITHM SSG

(Cont'd)
Number Depth of Parameter Parameter Parameter Remark
of call recursion p m d[m]
15 2 {H} {AD} {(A{2}).(D.{5h}
16 3 ) {ADH}  {(AL{2D).(D.{3}).,(HA7))} Solution #8
17 2 {FH} {AD} {(A{2}),(D.{4,5})}
18 3 {H} {ADF}  {(A{2}).(D.{4,5}).(F{6})}
19 4 %, {A.D,FH} {(A{2}),(D,{4,5}),(F{6}),(H.{7}} Solution #9
20 1 {CD} {A} {(A{1,2})}
21 2 {D.F}  {AC} {(A{1,2}),(C{3})}
22 3 {FH} {ACD}  {(Af{1,2}),(C{3}).(D.{5}}
23 4 {H} {A.CDF} {(A{1,2}),(C{3}).(D.{5}).(F{1}}
24 5 %, {A,C,D,FH} {(A.{1,2}),(C.{3}),(D,{5}),(F{1}),(H{7}) Solution #10
25 4 {H} {A.CDF} {(A{1,2}).(C{3}).(D.{5}).(F{1,6})}
26 5 %, {A,C,D,FH} {(A.{1,2}),(C,{3}),(D,{5}),(F{1,6}),(HA{7}} Solution #11
27 2 {D.F}  {AC} {(A{1,2}),(C{4}}
28 3 {F} {ACD}  {(Af{1,2}),(C{4}).(D.{4})}
29 4 %, {A,C,D,F} {(A{1,2}),(C,{4}),(D.,{4}),(F{1}} Solution #12
30 4 %, {A,C,D,F} {(A{1,2}),(C,{4}),(D,{4}),(F{1,6})} Solution #13
31 3 {FH} {ACD}  {(A{1,2}),(C{4}).(D.{4,5})}
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RECURSIVE STEPS OF ALGORITHM SSG
(Contd)

Number Depth of Parameter Parameter Parameter Remark
of call  recursion p m d[m]

32 4 {H} {ACDJF  {(A{1,2}).(C{4}).(D.{4,5}),(F{1})}

33 5 %) {A,C,D,FH} {(A{1,2}),(C,{4}),(D,{4,5}),(F{1}),(H{7})} Solution #14
34 4 {H {ACDF  {(A{1,2}).(C{4}).(D.{4,5})),(F{1,6})}

35 5 %, {A,C,D,FH} {(A{1,2}),(C,{4}),(D,{4,5}),(F{1,6}),(H,{7})}  Solution #15
36 2 {D.F} {AC} {(A{1,2}),(C{3,4})}

37 3 {F}  {ACD} {(A{1,2}),(C{3,4}),(D.{4})}

38 4 %, {A,C,D,F} {(A{1,2}),(C{3,4}),(D.{4}),(F{1}h} Solution #16
39 4 %, {A,C,D,F} {(A{1,2}),(C{3,4}),(D,{4}),(F{1,6})} Solution #17
40 3 {FH} {A.C.D} {(A{1,2}),(C.{3,4}),(D.{4,5})}

41 4 {H}  {ACDF}  {(A{1.2}).(C{3,4)).(D.{4,5}).(F{1}}

42 5 %, {A,C,D,FH}{(A{1,2}),(C{3,4}),(D,{4,5}),(F{1}),(H,{7})} Solution #18
43 4 {H}  {ACDF}  {(A{1,2}).(C{3,4}),(D.{4,5}),(F{1,6})}

44 5 %, {A,C,D,FH}{(A{1,2}),(C,{3,4}),(D,{4,5}),(F{1,6}),(H.,{7})} Solution #19




ALGORITHMIC SYNTHESIS
BY EXHAUSTIVE SEARCH
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ALGORITHMIC SYNTHESIS BY EXHAUSTIVE

Raw materials, operating units
and products (constraints and cost functions)

Generation of the maximal
structure and the
mathematical programming

model
(Algorithm MSG)

Generation of the combinatorially
feasible networks

(Algorithm SSG)

Selection of the optimal
network(s) by optimizing each
network (LP's or NLP's)
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SELECTION OF THE OPTIMAL
NETWORK(S)

= The combinatorial algorithms, MSG, SSG, are independent of
the type of mathematical model of the operating units.

=" The exhaustive search will be illustrated by two types of
models.

= Case |.

Linear cost functions and models of the operating units
(MILP).

Solution procedure: sequence of LP-s.

Note: Algorithm SSG transforms the MILP problem into a
sequence of LP-s.
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= Case Il.

Nonlinear cost functions and linear models of the
operating units (MINLP).

Solution procedure: sequence of SSG-NLP where
the cost function of the NLP is separable concave.

Note: this class of NLP problems can be solved
effectively, see, e.g., Falk and Soland, 1969
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" S
OBSERVATION

" The combinatorial axioms may drastically reduce the
search space so that synthesis problems can be
solved by exhaustive search (Algorithm SSG).

" The combinatorial part of the synthesis problem ma
effectively control the synthesis procedure if the searc
space can be reduced algorithmically.

= For very complex problems, this reduction may not be
enough; further acceleration may be necessary:.

" Possible way: branch-and-bound exploiting the
reduced search space given by the axioms.
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ACCELERATED BRANCH &
BOUND ALGORITHM
FOR SOLVING PNS
PROBLEMS




"
ON THE BRANCH-AND-BOUND
ALGORITHM

=" Branch-and-bound search is a possible way for
solving the MILP or MINLP problems.

=" Branch-and-bound generates the optimal
solution by solving a system of simplified LP or
NLP partial problems by successively
partitioning the solution set.

= Suppose that a binary variable expresses the
existence or absence of an operating unit (the
value is 1 for the former and O for the latter).




THE BASIC BRANCH-AND-BOUND SEARCH
ILLUSTRATED ON AN ENUMERATION TREE

‘ Level O

1 0 operating unit #1
‘ ‘ Level 1

1 0 1 0 operating unit #2
‘ ‘ ‘ ‘ Level 2

1 0 1 0 1 0 1 0 operating unit #3
O O O O O O O QO |tlevws
Notation:

1 existence or inclusion of the corresponding operating unit
0 absence or exclusion of the corresponding operating unit
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", - — b
= [[lustration of the inefficiency of the basic branch-and-bound algorithm
for the worst case with a simple example: Example PNS 1 (7 operating
units).
- infeasible structure

. . . 1 0 op #1
combinatorially feasible structure

- combinatorially feasible but

redundant structure

S1

0 #2
S00
#3

SO
/
S01
. \
S011 S010

0 1 0 H4

0 0 0 H5

0 0 46

}?&O 0101010101010 #7

Note: Each node of the tree represents one 1R (or NLP) problem.




" @

Note: In the worst case, 157 partial problems are examined to
determine the optimal solution which is always among the 19
combinatorially feasible structures.
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" S
EXAMPLE PNS 2

(Ind_q[sgrial synthesis problem with 35 operating
units

Number of partial problems generated by the basic branch-
and-bound algorithm:

130 million

Number of combinatorially feasible structures:
3465

Note: The large ratio shows high inefficiency.
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" J vl
GENERAL PROPERTIES OF THE BRANCH-
AND-BOUND FRAMEWORK IN SOLVING

PNS

The basic branch-and-bound algorithm is
Inefficient in solving a process synthesis problem
because:

It leads to a large number of partial problems,

each partial problem has an unnecessarily, large
number of free variables.
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" O f,
ACCELERATED BRANCH AND
BOUND ALGORITHM

The accelerated branch-and-bound algorithm

reduce the size of an individual subproblem through
exclusion of those operating units that should not
be included In any feasible solution of the

subproblem
speeds up the generation of the optimal solution by
minimizing the number of subproblems to be solved
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ILLUSTRATIVE EXAMPLE FOR
BRANCHING BY ABB

= Maximal structure

Product: A
Raw materials: C, F, G, H, |
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' 9
PARTIAL PROBLEMS GENERATED ON
THE BASIS OF THE PRODUCTION OF A

F G H | F G H | F G H |

C |’-/ >[- C
©°D ¢E D E Q% E

Y

i

B B B
A A A
Relation between the operating units and a partial
prOblem included in each structure

(based on decisions)

included in each structure

(based on maximal neutral extension)
B excluded from each structure

included in at least one structure
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ENUMERATION TREE FOR THE @
ACCELERATED BRANCH-AND-BOUND

(WORST CASE)
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"
ILLUSTRATIVE EXAMPLE FOR
BRANCHING BY ABB

= Maximal structure \/
6 7

Product: A
Raw materials: E, G, J,K,L Ao 3
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ENUMERATION TREE (WORST CASE)

13 14 15
S7 S8 S9
18

17

F D
19 21 /24 )28 /31
S11

22 23 25 26 29 30 32 33
$12 S13 S14 S15 S16 S17 S18 S19
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4 5 7 8 10 11 510
152 $3 S4 S5 S6




B Relation between the operating units and a
partial problem.

T Included in each structure
(based on decisions)
Included in each structure
(based on maximal neutral extension)

B excluded from each structure
Included In at least one structure
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Partial problem #1




"
Enumeration (search) tree (worst case) @

1
A

Si: solution

Number: partial problem

Capital letter: decision point on the
maximal structure
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Partial problem #1




H
S — 9
Enumeration (search) tree (worst case)
A

C
3
F
Si: solution

Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #2




H
S — 9
Enumeration (search) tree (worst case)
A

m w

4
S1
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #3




H
S — 9
Enumeration (search) tree (worst case)
A

m w

4 5
S1S2
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #3




H
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Enumeration (search) tree (worst case)
A

w
»

-
-
o

4 5
S1S2
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #2




. U
Enumeration (search) tree (worst case)
A

w
»

M
Tn

4 5 7
S1S2 S3
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #6




. U
. N
Enumeration (search) tree (worst case)
A

w
»

M
Tn

4 5 7 8
S1S2 S3 $4
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #6




. U
. N
Enumeration (search) tree (worst case)
A

w
»
(o]

M
Tn
Tn

4 5 7 8
S1S2 S3 $4
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #2




. U
. N
Enumeratlorll (search) tree (worst case)
A

w
»
(o]

M
Tn
Tn

4 5 7 8 10
S1S2 S3 S4 S5
Si: solution

Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #9




. U
. N
Enumeratlorll (search) tree (worst case)
A

w
»
(o]

M
Tn
Tn

4 5 7 8 10 11
S1S2 S3 S4 S5 S6
Si: solution

Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #9
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Enumeration (search) tree (worst case)

45 7 8 10 11
S1S2 S3 S4 S5 S6
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure




"

Partial problem #1
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Enumeration (search) tree (worst case)

45 7 8 10 11
S1S2 S3 S4 S5 S6
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure




Partial problem #12
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Enumeration (search) tree (worst case)

45 7 8 10 11
S1S2 S3 S4 S5 S6
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure




Partial problem #12
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Enumeration (search) tree (worst case)

15
S9

45 7 8 10 11
S1S2 S3 S4 S5 S6
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure




Partial problem #12
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Enumeration (search) tree (worst case)

45 7 8 10 11
S1S2 S3 S4 S5 S6
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #1
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Enumeration (search) tree (worst case)

45 7 8 10 11
S1S2 S3 S4 S5 S6
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #16




Enumeration (search) tree (worst case)

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6
Si: solution
Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #17

o
o




" J @

Enumeration (search) tree (worst case)

|

18 19
4 5 7 8 10 11 S10 © S11
S1S2 S3 S4 S5 S6
Si: solution

Number: partial problem
Capital letter: decision point on the
maximal structure




" A
Partial problem #17

o
o
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Enumeration (search) tree (worst case)

|

18 19
4 5 7 8 10 11 S10 S11
S1S2 S3 S4 S5 S6
Si: solution

Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #16




" J @

Enumeration (search) tree (worst case)

|

18 19
45 7 8 10 11 S10° S1l° F
S1S2 S3 S4 S5 S6
Si: solution

Number: partial problem
Capital letter: decision point on the
maximal structure
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Partial problem #20
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22
S12
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Partial problem #21
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23
S12 S13
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Partial problem #21
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23
S12 S13
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Partial problem #20
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23 25
S12 S13 Si14

R T e

g
06 2 :
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Partial problem #24
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23 25 26
S12 S13 S14 S15

R T e

g
08 = :
&
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Partial problem #24
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23 25 26
S12 S13 S14 S15
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Partial problem #16
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23 25 26
S12 S13 S14 S15
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Partial problem #27
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23 25 26 29
S12 S13 S14 S15 S16
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Partial problem #28
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23 25 26 29 30
S12 S13 S14 S15 S16 S17
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Partial problem #28
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

22 23 25 26 29 30
S12 S13 S14 S15 S16 S17
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Partial problem #27
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

2 23 25 26 29 30 32
S12 S13 S14 S15 S16 S17 S18
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Partial problem #31
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Enumeration (search) tree (worst case)

|

19
S11

18

45 7 8 10 11 S10
S1S2 S3 S4 S5 S6

Si: solution

Number: partial problem

Capital letter: decision point on the

maximal structure

2 23 25 26 29 30 32 33
S12 S13 S14 S15 S16 S17 S18 S19
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Partial problem #31




EXAMPLE PNS 2

(Industrial synthesis problem with 35

operating units)

A6 A3

Maximal structure <

A4:
Product: A61
A58

Al4

N

6
Al5

7

A7 A8

Y

l Al8
A27 A28 A29 A30
16 Al7 A19
A20
12 19
A32

13

A33 A34 A4l
25
22
A51
A54
A50
31
A6l




Computational effort required by the basic and
accelerated branch-and-bound algorithms in the
worst case for Example PNS 2.

Number of partial problems:
Branch-and-bound algorithm: 130 million
Accelerated branch-and-bound algorithm: 8008
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PROCESS NETWORK SYNTHESIS
] Present work

B Previous work

Maximal Structure
Genaration
(Algorithm MSG )

Super-Structure
Genaration

( MANUAL)

Model Generation

( Algorithm MGA)

Model Generation Based

on the Super-Structure

( MANUAL )
MILP, MINLP MILP, NLP, MINLP
Accelerated
Branch-and-Bound
(Algorithm ABB)

and Appropriate
LP or NLP

Mathematical

Programming

Process Network

Process Network
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SOLUTION OF AN INDRUSTRIAL RETROFIT
SYNTHESIS PROBLEM BY THE ACCELERATED
BRANCH-AND-BOUND ALGORITHM: OPTIMAL
WATER RECYCLING SYSTEM FOR A
NITROCELLULOSE PROCESS




"
PROBLEM SPECIFICATION

= Streams of water with different quality and quantity
are generated in various places of the process.

= The temperatures of these streams are diverse.

* The distances between any pair of operating units
vary; this affects the cost of piping.

= The processis semicontinuous; therefore, a buffer

has to be installed at an operating unit if water is
recycled.
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PROBLEM SPECIFICATION
( Contd )

= An operating unit may accept only a given
subset of the available streams of water with
different quality.

* Industrial water can be used at any operating unit.

= Steam is used to heat recycled water if necessary.

= Retrofitting.

= The objective function includes the cost of
Industrial water and energy (steam),
operating cost, and the investment cost of
retrofitting (e.g., new piping).
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Original nitrocellulose ~
process

Notation
— op_eratlng

unit

® material or
steam

V) raw
material

o

product




General features of the existing nitrocellulose process

=  Semicontinuous

= Operating units:
mixing (tank)
reaction (reactor)
separation (centrifuge)
washing (autoclave)
steaming (tank)
high pressure steaming (autoclave)
washing (tank)
forming (autoclave)

=  Water consumption: 166.5 m3/t
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Possible improvements

additional water recycling
modified process structure
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STEP 1.
Maximal Structure Generation.

Maximal structure

Notation

operating unit

material or steam

raw material

oao'

product

233
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STEP 2.

Generation of the optimal or n-best solutions by the
accelerated branch-and-bound algorithm.

.
.
4

Optimal structure

Notation _ _
operating unit ;
material or steam
raw material <t
product RN
selected for optimal

ignored for optimal

s

l |@00|

234
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COMPARISON OF DIFFERENT SOLUTIONS

Energy Water cost Investment Total cost

cost saving cost

saving
Optimal 2592 1440 1130 . 6488
Second best 2592 1566 1260 6492
Third best 2592 1420 1130 6508
Fourth best 2592 1546 1260 6512
Fifth best 2592 1440 1195 6553
Recent 9390
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INTEGRATED SYNTHESIS OF
PROCESS AND HEAT
EXCHANGER NETWORKS

Z g v Z
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INTRODUCTION

« Process synthesis — process integration

The purpose of process integration is to combine
available or planned systems for better performance,
e.g., for energy conservation, or pollution reduction, or
cost reduction.

Process integration usually affects the networks or
structures of the systems.

For process Integration, a convenient process
synthesis method is required.




= Sources of difficulties

The combination of already complex problems, i.e., the
Integration of complex design (synthesis)
subproblems.

Process Integration frequently involves at least two
classes of synthesis problems.

» The available synthesis methods focus on certain
classes of problems, e.g., the synthesis of

separation networks.
heat exchanger networks.
reactor networks.
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WHY AVAILABLE SYNTHESIS METHODS CANNOT
BE COMBINED TO PERFORM INTEGRATED
PROCESS SYNTHESIS

lllustration:
Design of processing systems with heat integration

The processing system Is to be designed as a PNS
problem.

The heat-exchanger network is to be designed as a
HEN synthesis (HENS) problem.

PNS and HENS must be integrated Iinto a super
synthesis (to reach the global optimum).

The available HENS methods assume that the hot and
cold streams are specified a priori; it iIs unsuitable for
PNS.




" J
PROPOSED METHOD FOR THE
INTEGRATION OF PNS AND HENS

Outline of the Method

New structure representation as an extension of P-
graph.

A highly effective combinatorial method (algorithm
ABB) controls the procedure.

The mathematical model of the HENS problem is
Integrated into the mathematical model of a partial
problem of PNS generated by algorithm ABB.
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STRUCTURE REPRESENTATION

Heat streams

Fepdn FHab>charoes

L
AN

1




Latent heat
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Temperature intervals

ot Cod
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Temperature intervals for potential connections




" Q'y

Heat exchangers defined by matching intervals

* He a-stream Q .

1

| 4N
n

L atent <P Qij
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FORMAL DESCRIPTION

Specific operating cost of heat transfer:

1
I=A U,LMTD,

C; (Qij Qij

where

Q;; : heat transferred between streams I and
streams j.

Aj; © unit cost of heat exchanger area
between streams 1 and j.

heat transfer coefficient between
streams 1 and streams j.

U :




" @

Mathematical model for process synthesis
iIncluding heat integration

minl > fi(y;, )+ D6 (@Q)+ 2, 2CUQ+ > ZHUiQu}

0;€0 ieHot, jeCold ieHot jeCold Util jeCold ieHot Uil
1()>1())

Constraints on the structure
Ok (Y, 0, Z) <0, 0, €0
g;(m;) <0, m, €M
Constraints on the heat balance

QB(i)=0, ie Hotu Cold




where
O: set of operating units

Y. vector of binary variables for expressing
existence (1) or absence (0) of the
operating units k

z:  size of operating unit o;
CU:: the unit-cost of the j-th cold utility
HU;:  the unit-cost of the i-th hot utility




EXAMPLE
PNS Part of the Problem Definition
Product
Name Req. flow [t/year]
M1 100.0

o Raw materials
Name Price[USD/t] Max. flow [t/year]

M5 140 Unlimited
M7 900 Unlimited
M9 650 Unlimited
M10 500 Unlimited

M11 700 Unlimited




"
Operating units

The linear mathematical models of the operating
units: the ratio of the flow rates of the input and output
streams of an operating unit is fixed (the relative flow
rate is in brackets in the following table).

Input streams
M3(3)
M4(1.5)
M5(1), M6(1)
M6(0.3), M7(1.7)

B~ W N - =&

0

M7(2), M8(1)
M9(1)
7  M10(1.2), M11(0.8)

(@)

Output streams
M1(2), M6(1)
M1(1), M2(0.5)
M3(2)
M3(1), M4(1)

MA4(3)
M6(1)
M38(2)




" J
Cost Parameters of the Operating Units (MILP =
Model)

The cost function of an operating unit:
Ci=A+B X
where Xi is the relative “size” of operating unit I.

Unit  Investment Cost  Operating Cost

1 7,500 20
2 6,000 200
3 10,000 10
4 15,000 10
5 10,000 120
6 3,000 20
7 5,000 160




" J
HENS part of the Problem Definition
Operating units

H Latent Heat Input streams Output streams

0C Param.

1 - - M3(3,70) M1(2), M6(1,90)
2 - i MA4(1.5) M1(1), M2(0.5)
3 80 20 M5(1), M6(1,80) M3(2,60)

4 - - M6(0.3), M7(1.7)  M3(1,90), M4(1)
5 - i M7(2), M8(1) MA4(3)

6 - - M9(1) M6(1,55)

7 - i M10(1.2), M11(0.8) M8(2)

Note: The second number in the brackets specifies the
temperature of the corresponding stream (if available). 5o Gy




" J
Cost parameters
Cost of heat-exchanger area: 5.0

Cost of utility

Utility Type Temp.(°C)

1 Hot 100
2 Cold 100.0

Cost

20.0
30.0




" J
Integrated maximal structure

M1 M2




" N il

Optimal structure )
Mé(1 M6(S) M10 M11
7
M5 M7 o M3
A
3 5
M3(@3
M4
Y
1 2

M1 M2




" J
9
Heat transfer on the optimal structure
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ALGORITHMIC SYNTHESIS
OF AZEOTROPIC-
DISTILLATION SYSTEMS




AZEOTROPIC-DISTILLATION PROBLEM

E = Defined by
o Feed (F)
2 Product (E)

o Distillation
boundaries

2 Phase-splitting
regions

W T

Azeotropic-distillation problem represented
by RCM




E

IDENTIFYING OPERATING UNITS

= Partitioning materials

= Defining operating units among
partitions

L,

L

L, W

Separator #6 represented by
conventional and
P-graph.

Lumped materials (L,..L;5)

\




" J
COMBINATORIAL ALGORITHMS

L,

" Maximal Structure Generator F

(MSG)

= Solution-structure  Generator
(SSG)
(Generates all the
combinatorially feasible
networks)

Solution-structure #140
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REACTION PATHWAY
IDENTIFICATION




" J
REACTION PATHWAY IDENTIFICATION
PROBLEM

= Given by the stoichiometric equations
of:

(dOverall reaction
(dSet of elementary reactions

=" Example

JOverall reaction:
J C,H = C,Hg + H,
(dSet of elementary reactions:

(1) CHyp+ £ = C,Hg/ +H,
(2) C,Hg/ C,Hg +/
(3) C,Hg/ C,Hel +H,

A




"
P-GRAPH REPRESENTATION OF @
REACTION PATHWAYS

= Example: ®CH, M/
Elementary reactions: 3
glg CiHy+t?¢ —> C,Hy/ + H,
2) CyHg? S C,Hy + ¢
1
Overall reaction:
CaHyo — C4Hg + H,

Reaction pathway represented by P-
Graph. ®C,H,

g A\ g
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SCHEDULING OF
MULTIPURPOSE BATCH
PLANTS




" S
BUILDING BLOCKS OF THE
NEW FRAMEWORK

= New representation technique (S-graph)
= Elementary combinatorial algorithms

265




"
REPRESENTATION
TECHNIQUE

= Conventional graph representation Is convenient
for unlimited intermediate storage policy (job-shop).

" |t does not represent “non-intermediate storage”
policy appropriately.

266




" S 9
NEW REPRESENTATION: S-
GRAPH

Unified representation for the
recipe
Intermediate phase of the scheduling procedure
final schedule

(See Sanmarti et al., 1998 for details)
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ILLUSTRATION OF S-GRAPH

Initial step (recipe)

t11 1:13 tl 4
 @——@—0
t,, Goa 1
. @—@—0—@
Y t3 L33
P3

268




=

]

" S |
ILLUSTRATION OF S-GRAPH

&

et

Step 1.
s t13 Li4
2 - —0
t,, Goa by
. @——@—O@
Ly x L35 [
- @ -O®
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" S
ILLUSTRATION OF S-GRAPH

Step 2.

bs »@ lig

-0
e @ »@\D@
- @ \@ -
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" S L
ILLUSTRATION OF S-GRAPH

Final schedule

271




"
GENERAL FEATURES OF THE
FRAMEWORK

" |t serves as base for specific scheduling
algorithms

= |t takes into account:
complex recipe

limited waiting time
transfer time

due date

concurrent equipments

= Can be Integrated with process synthesis

272




" 9
EXAMPLE SCH 1

Product | # of batches
Number of Equipments Pl 2

M _ 4 P2
IXer. p3

Tank: 11 P4
Packing line: 4 i
P6

p7

P

P9

P10

Total 43

R = O 01 & O N O1 W

Note: Input is in an Excel file
273




" O
EXTREMELY COMPLEX
SCHEDULING PROBLEMS

= Practical scheduling problems can be difficult
to solve because of

their size,

Involvement of continuous and batch operations.

" The new framework serves as a base in the
development of effective algorithms for
extreme problems.

274




"
DEVELOPMENT PROCESS OF A SCHEDULING

ALGORITHM

INPUT: Problem specification

|

Problem analysis

|

Development of a tailored
search

strategk

Realization of the search
strategy in the framework

|

OUTPUT: Scheduling
algorithm

275
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" J
EXAMPLE SCH 2
COMPLEX INDUSTRIAL SCHEDULING

PROBLEM
Number of products: 123

Number of Equipments

Mixer: 5
Tank: 40
Packing line: 26

Total number of batches: 334

Note: Running time on PC (333 MHz) is less than 15
minutes.
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CONCLUDING REMARK

Combinatorial framework may effectively control the
solution procedure of complex process design
and operations problems

277
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Synthesis of optimal

Processes



" A
Introduction

= Algorithm to generate maximal structure (MSG,
Maximal Structure Generation)

= Algorithm to generate all combinatorial feasible
solutions (SSG, Solution Structure Generation)

" Generate the optimal solution (ABB,
Accelerated Branch and Bound)




" A
Notations

"Let i) (0) denotes the set of all input materials of
operating units included set o

Y~ (o) = U a
(a,B)€0

" Let ¥ (0) denotes the set of all output materials of
operating units included set o

pro= | ] 8
(a,B)€O

= et Y(0) denotes the set of all input and output
materials of operating units included set o

(o) =9~ (0) U™ (o)




" A
Notations

=" et ¢ (m) denotes the set of operating units
producing any material included set m

¢~ (m) = {(a,f) €0: f NM # B}

"Let ¢*(m) denotes the set of operating units
consuming any material included set m

oT(m) ={(a,f) E0:anm # @}

"l et ¢(m) denotes the set of operating units
producing or consuming any material included
set m

@(m) = ¢~ (m) U ¢™(m)




" A
Notations

= The above functions are valid in case of single
material or operating unit

For example Y~ (o0;) denotes the set of input
materials of operating unit o; , i.e., Y~ (0;) =

Y~ ({o;})




MSG algorithm
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" A
Solution structures

= A P-graph can represent the structure of a
production system, but an arbitrary S-graph
cannot represent the behavior of the system

"To represent a vald (P,R,0) synthesis
problem, the (m,o0) P-graph has to fulfill five
combinatorial properties

2 8 5 ; '. 4 j‘j‘ %
% &




" A
AXIOomS

= (S1) Every final product is represented in the graph
PCm

= (S2) A material type vertex has no input if and only if it represents a
raw material

m\y (0)=mnR

= (S3) Every operating unit type represents an operating unit defined in
the synthésis problem

0€EQ

= (S4) Every operating unit type vertex has at least one path leading to
a vertex representing a final product

Vo; € o,3path[o;, m;], wherem; € P

= (S5) If a material type vertex belongs to the graph, it must be an input
or an output of at least one operating unit type vertex in the graph

m < (o)




i — \ )
Solution-structure

" The structures satisfy the five axioms called
combinatorially feasible solution-structures or
solution-structures

= Nothing other structure is solution-structure




" A
Set of solution-structures

= Let S(P, R, 0) the set of solution-structures

" The set of solution-structures are closed under
union

The union of two solution-structures is a solution-
structure

o, €S(P,R,0)&0c, €S(P,R,O0) >
o,Uo, €S(P,R,0)




" A
Maximal structure

" et u(P,R, 0) the union of all solution-structure

u(P,R,0) = U o
o€S(P,R,0)

= |f the set of S(P,R,0) is not empty, the
u(®P,R,0) is called the maximal structure of the
synthesis problem

" The maximal structure 1s a solution-structure

® Each solution-structure i1s a substructure of the
maximal structure




" J @
MSG algorithm

*"The MSG (Maximal Structure Generation)
algorithm generates the maximal structure of a
synthesis problem in polynomial time




"
Initialize the input of MSG

= Define the following sets
M —the set of materials
P — the set of final products
R —the set of raw materials
O — the set of plausible operating units

" The connection of the operating units through
the materials defines the initial network

The axiom (S3) satisfies




" J @
The main steps of MSG

* The MSG algorithm consists of two main parts
Reduction

= Remove materials and operating units violates axioms
(S2) or (S5)

Composition

= Collect the operating units which can take part of the
production of a final product




" J
Reduction part

0:=0\¢ (R);
M = (0);
r:=1 (0)\ @ (0)UR),
whiler # @ do
let x € r;
M =M \ {x};
0:= " ({x});
0 :=20\o;
ri=(ru () \¥*(©))\ {x}
If PNM #=2P then
stop;




" J
Composition part

p:=P; m:= Q; 0:= 0,
while p # ¢ do
let x € p;
m:=muU {x};
0y = ¢~ ({x});
O:=0Uo0,,
p=(pUyp(0y))\ (RUmM);
m := (0);




" J
Example

= |_et the synthesis problem is the following
M={ABCDEFGHIIKLMN,Q,T,U,
V}
P = {B}
R ={F, H, M, T}
0= {01 = ({C, D, F}, {A}), O2 = ({D}, {B, G}),
o3 = ({E}, {B, U}), 04 = ({F G}, {C, D}),
o5 = ({G, H}, {D}), 06 = ({H, 1}, {E}),
O7 = ({J, K}, {E}), 08 = ({M}, {G}), O9 = ({N, Q},
{H}), 010 = ({T, U}, {1}), O11 = ({V}, {I})}




.L YM N Q \‘ T U v
I ¢ 09 ow | o1
w W
G G H I J K
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" J
Step by step illustration

" Remove operating units producing raw
materials

Operating unit O9 produces raw materlal H

T




"
Step by step illustration

=" Remove materials not produced but consumed
Materials L, N and Q

@ " ® O .
A 4
A 4 A 4
‘F G ‘H | .J K
V'S A 4
04 05 06 o7
D E




" J
Step by step illustration

" The elements of r (denoted by red on figures)
are violates axioms (S4)

They are consumed by operatlng units but not

produced 3‘E vi ¢
o8 owo | o




" J
Step by step illustration

= First remove material K
Also remove operating unit O7 which is consuming

‘M CT U v
A 4
‘F G ‘H | J
V' N




" J
Step by step illustration

" Remove material V
Also remove operating unit O11
Put material J into r




" J
Step by step illustration

" Remove material J
Setr is empty
Reduction part ends

i%
A 4




" J
Step by step illustration

= All final product is presented in the graph
= Composition part can be started

= Notations In figures

p — materials have to be examined, i.e., have to be
produced (denoted by red color)

m — examined materials, 1.e. the production has
been decided (denoted by blue)

O — operating units already iIncluded into the
structure (denoted by blue)

Sullifi
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"
Step by step illustration

" First final product (material B) has to be
produced

= Operating unit O2 and O3 can produce B

i \




" J
Step by step illustration

= Material D and E must be produce
= D can be produced by O4 and O5

A |\ T
i \
[o}:}
A 4
|

‘F




" J
Step by step illustration

= Material E and G must be produce
= E can be produced by O6

A |\




" J
Step by step illustration

= Material G and | must be produce
= G can be produced by O8




" J
Step by step illustration

= Material | must be produce
= | can be produced by O10




" J
Step by step illustration

= Material U must be produce
= U can be produced by O3




" J
Step by step illustration

= Set p IS empty
Operating unit O1 is not in the graph

M T
i \
[e}:}
A 4
|

‘F




" J
Step by step illustration

=" The set of material of the P-graph Is the input
and output materials of the operating units




SSG algorithm
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Introduction

= Any solution structure can be optimal with
appropriate parameters

" The generation of all solution structure can be
useful

Analyzing them one by one

Solving the problem by exhaustive search

Verifying the search space reduction

It can provide a good basis for an efficient algorithm




" S
Decision mapping

= Decision mapping is a tool which helps to
represents the decisions during optimization
and the decisions became consistent

=" The decision mapping describes the decision
which operating units will be used to produce a
set of materials

Which operating units will take place in the solution-
structure

= A decision IS consistent If it IS not Inconsistent
with the previous decisions

314 : QT -
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" EE——— -
Formal description of decision
mapping

"let m € M, moreover Vx Em, §(x) € ¢~ (x)
and A(x) = ¢~ (x)

= Alm] = {(x, A(x))|x € m} is a mapping over m

= §5[m] = {(x,5(x))|x € m} is a decision mapping
over m

= The complement of decision mapping 6 over m
is §lm]| = {(x,y)|x eEm,y =9~ (x) \ §(x)}




" B
Decision mapping

. T
e
e

ne mapping Is a set of pairs, where the first
ement of a pair iIs a material, the second

ement of the pair is the set of operating units

which can produce the material

"In case of decision mapping the second
element of the pair is the set of material which
are chosen to produce the material

" In case of complement the second element of
the pair i1s the set of material which are
excluded from the structure




" S
Decision mapping

" |f there are parenthesis after § or A, it means
the parameter is a material and the result is a
set of operating units

= |f there are brackets after § or A, it means the
parameter is a set of materials and the result is
a set of pairs (defined above)




Example

= Operating units O1 and O2 are \°
Included In the structure, O3 Is
excluded from the structure

A(A) = {01, 03}, 5(A) = {01}
A(B) = {02}, §(B) = {02},
A(C) = {02, 03}, 5(C) = {02}

AMD) = A(E) = A(F) = 0,
5(D) = 8(E) = §(F) = @




" J
Example

=" Decision mapping can be &°
defined for any set of
materials

A[HA, B, C, D, E, FY] =
{(A, A(A)), (B, A(B)), (C, A(C)),
(D, A(D)), (E, A(E)), (F, A(F))} =
{(A, {01, O3}), (B, {O2}), (C,
{02, 03)), (D, 9), (E, ®), (F, )}

6[{A, B, C}] = {(A, 6(A)), (B,

6(B)), (C, 5(C))} = {(A, {O1}),
(B, {02}), (C, {02});




" J
Consistent decision mapping

= Decision mapping §[m] is consistent if
Im| < 1 or

(5(x) N S(y)) us(x)néd(@) =Ax) nA(y) for all
X,y €Em




" J
Variables in SSG algorithm

=p — materials have to be examined, I.e., have
to be produced

"m — examined materials, I.e., the production
has been decided

"§lm] - decision mapping representing the
previous decisions

= v — the material chosen for decision

= C — the set of possible decisions about material
X

= ¢ — the current decision (set of operating units)

321 : (e
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" A
Initialization of the SSG \
algorithm

begin
If P =@ then
stop;
SSG(P, 0, 0);
end




" J
SSG algorithm

procedure SSG(p, m, §[p])
begin
If p=0 then
print §[m];
return;
let x € p;
C:= p(A()) \ {0};
forall ce Cdo
if vy em,cné(y) =@ and A(x) \ cn §(y) = @ then
SSG(puUyP~(c)\ (RUumU {x}), mU {x}, §[m] U {(x,0)});

end




" S
SSG

= The algorithm has same similarity with the
composition part of the MSG algorithm

= |t starts from the products and make decisions
about the productions

= Multiple decisions available -> search tree
represents the work of the algorithm

324 A E
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" J
Example

=" Continue the example from the previous
section, where maximal structure has been

generated M

‘T




" A
Initialization

= Initialization defines the materials have to be

produced _
o




" J
First step

= 3 possible decisions

Producing by 02 Producing by O3

Producing by O2 and O3




" A @
Search tree

=" The work of the SSG algorithm

(B.{02)) (®.(03) (B,{02,03))
o
(194D (p {05) (D{O040Sh  (E{foe) (©104) 0,105 (D404,
(G,{02,08}) (G.{02,08}) (G,{02,08}) ® (G,{02,08)) (G,{02,08}) (G,{02,08})
0 (6,02} (©.{02) aotoy (6.{02)) (CR(er)
®
(U{O3D)| (Efoep| (E06) (E{0B) (E{O6})| (E{06) (E{O6Y
o ® o o ®
({o0p ({010} ({010} (1{O10}) ({010} (1{OL0)
® ® ® ®
(Ufosp| (U{O3) (U{O3D (U{O3)| (UO3Y (UO3)




esult

" There are 13 solution-structures

ai«r'

g5 UV
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" A @/
Introduction

= MSG and SSG take into account only structural
iInformations

= Parameters are also important

» Mathematical model is needed
MILP model




" A
Mathematical model

= Aim Is to minimize the overall cost
Investment cost
Operational cost
Material cost

= Constraints

Lower bounds on the amounts of products to be
manufactured to meet the demand

Availability of raw materials
Mass balance




" A
\ )
Decision variables

= Two variables for each operating unit

y; denotes the existence of operating unit o; € O In
the solution

x; denotes the capacity of operating unit o; € O In
the solution




" J @
Cost of operating units

" Investment and operational cost are similar, we

do not distinguish them

Cost A

-® >
Capacity




" J
Cost of operating units

" The cost of operating unit o;
yi(fix; + prop;x;)
= |_inearization
The cost
fix;y; + prop;x;
Additional constraint
Xi < capyyi

= Where cap; is the maximum capacity of o;




" A
Cost of raw materials

" The overall consumption of raw material m;

Xilrij
0i€EPT(j)
Where ir;; is the consumption rate of m; by o; € O

" The cost of raw material ;
price; 2 X T
0i€EPT(j)
Where price; Is the price of raw material r; € R




Objective function

min z (fix;y; + prop;x;)

0;€0

+Z (pricej Z X; irij>

T'jEIR oiE(p"'(j)




" A @
Constraints

= Constraint from linearization of objective
function

x; < cap;y; 0; €0




" A
Constraints

= Availability of raw materials

Xilrjj S max; m; €R
0i€PT(J)




" A
Constraints

= _ower bounds on the amounts of products to
ne manufactured to meet the demand

" Product can be produced and purchased

Z xiOrij — Z xiirij = mm] m] e P
0i€p~(J) 0;€EQT(j)
Where or;; Is the production rate of m; by o; € O




" A
Constraints

" Mass balance

z xiOTij = z xiirij

0i€p~(J) 0i€EPT(J)
m; € M\ (RUP)




" A
Constraints

" The last three constraints can be merged

L < 2 X;0Tij — 2 Xilrij < Uj

0;€EQ~(J) 0;€p*())
m] € M
Where
" [; = —max; and uj =0 ifmj ER

" [; = min; and u; is an arbitrary big number if m; € P

" [; = 0 and u; represents the remaining amount of material
m; ifm; € M\ (RUP)




" J
Example

= Define the MILP model of
following the maximal
structure

*"The Input and output
ratios are given as
weights of the arcs




Example (parameters)

unit

01 10 5 5
02 10 10 10
03 10 5 5

“oteros | min | max_| price
A 10 2

B 20 1.5
E 5

344



" J
Example (model)

min Sy]_ + 85x1 + 10y2 + 265x2 + Syg + SXB
S.1.

0 < X1 < 10y,
0 < X < 10y,
0 < X3 < 10y,
-10 < —x;—-3x, < @
—20 £ —x1—7x, <
0 < 2x;—10x3 < o
0 < 3x3 < @
5 < 10x;+7x3 <




" J @
Solving the model

=" General MILP solver

= SSG algorithm and LP solver for each solution
structure

= General branch and bound method
= ABB




S \')
Search tree

(E{O3)) (E,{02,03})

(C.{01}) (C.{01})

General branch and bound SSG




" S
ABB

" Based on SSG
Same search tree

= _ower bound generated by solving the relaxed
MILP

" Input — maximal structure
= Qutput — optimal structure




- — _
New variables in the ABB
algorithm

m [J — value of the current best solution
" current_best — the current best solution
" hound — lower bound of the subproblem




" A
Initialization of the ABB 9
algorithm

begin
U = oo;
ABB(P, 0, 0);
If U < oo then
print current_best;
else
print “There Is no solution”;
end




"

ABB algorithm

procedure ABB(p, m, §[p])
begin
let x € p;
C=p(A)\ (o}
for all c e Cdo
if vy €m,cné(y) =0 and (A(x) \ ¢) n8(y) = @ then
p'=(pPuUyp () \ (RUmMU {x});
m' =mu {x};
§[m’] = 6[m] U {(x,0)};
bound = BOUND(§[m']);
if U = bound then
if p’ = @ then
U = bound,
currentbest = §[m’];
else
ABB(p’, m’, §[m’]);

end
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" A
Neutral extension

extension of § consistent decision mapping, if
xE(t/J ((p(6[ )UiP (mUR),dc Alm], and ¢
s inconsistent if ¢ € p(5(x)) \ {@, d}

l.e., only d is consistent decision

" 6,m,] (n=0,1,...) decision mapping is a neutral
extension of 8,[m,] if there exists SOP’nO , 041 m1
d,Im,] such that §;|m; irect neutral
extension of §;_[m;_4| (i = 1,2, ...

= §[f1] consistent decision mameg IS the maximal
neutral extension of §[m], if it is neutral extension
of §[m] and it has no neutral extension

"6, muU{x}] = 5‘ } U{(x,d)} is a direct neutral
)




" A
Initialization of the extended
ABB algorithm

begin

\

U = oo;

let 5[] the maximal neutral extension of §[m];

p = (¥ (o(S101))) UP \ (@ U R)
if p =0 then
U = BOUND(S[]);
update currentbest;
else
ABB(p, i, §[m]);
if U < oo then
print current_best;
else
print “There is no solution”;

end




Extended ABB algorithm

procedure ABB(p, m, §[p])
begin
let x € p;
C = p(A)) \ {8};
forall ce Cdo
if vyem, cné(y) =0 and (A(x)\ c) n8(y) = @ then
b= (- ((,)(S[m']))) UP\ (@ UR);
m' =mu {x};
8[m’] = 6[m] U {(x,0)};
let 8] the maximal neutral extension of §[m'];
bound = BOUND(S[@']);
if U = bound then
if p’ = @ then
U = bound,
currentbest = S[r’fl'];
else
ABB(p', i, §[f']);

end
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" A
\
Acceleration

(B.{02}) (B.{02,03)

(B.{03})

(D.{O4} (D.{04,05}) (E{o8}) (D.{o4}) ’ (D.{04,05))

Search tree
without neutral ““

eXte nsion (U{O3Y)| (Efoep| (Ef06Y)| (E{O6Y)| (E{O6})| (E{08)) (E.{O86))
o ® ® ® ® ® ®

({o10p (.{010y (,{O10}) ({010} (.{O10}) (1.{O10}

® ® ® ® ® ®
(Ufosp| (U{Oo3p (o3} (U{Oo3p| (uU{o3) (U,{O3)

(G.{02,08})

Search tree with
neutral extension




" A
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Introduciton

= The system reliability, or in other words the probability of
an error-free operation, has been a research area for long
time (Neumann, 1956).

= In the conventional approach there are some points which
is not clear enough (rigorously), i.e.

the concept and structure of the system model
the definition of operability

= To overcome the difficulties and to reach new results,
application of the P-graph methodology for the studying of
the process networks is proposed.

= Hereinafter, the conventional system model is generalized.
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Conventional model and P- "
graph model
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The concept of the network
model

A network is built up of operating units.

The structure of the network is described by the system model.

An operating unit is either working, or not.
1 if the i operating unit is working
' Q if the i operating unit is not working

X = (Xl, X, , ---Xn) a state of the system

The operability of the system is a function of states:
AW(X, X500, X)) = {

Note that it is a monotone logic function.

1 if the system is working
O if the system is not working
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Definition of reliability

" The space describing the possibly states of the system
0={0,1"={(0,0,..,0),(0,0,..1),..(1L...)}

" The state of the system, an elementary event
(b,b,,...,b) e Q

= A system event
E={(X,%,.., X,) €Q:(X, Xp,...., X, ) =1}

= | et O be the ,system Is working” system event
O ={(X,X5,..., X,) € Q:F(X, Xy,..., X,) =1}

=" The Reliability of the system = the probability of the
event O R=P(O)
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Probabllity of system events

= |_et the probability of the states of the operating units be
p, =P(x =1) 1-p =P(x. =0)

=" For the elementery event (b,b,,...,b) e O
= the probabillity of its supervention is

P((X,, X,,...,x.)=(b,,b,,...,b )) = f[ pY(@L— p,)*™
= The probability of a system event s given by the

P = > [Ipra-p)*

(X, X5 100X JEA T=1
= polynom.
" Thus, there exists a polynom for reliability as well

R=P(¥(X, %, %) =1) =Q(Py, Pss--s» Pn)
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Characteristic polynoms

= An arbitrary E system event
E={(X,%X,.., X,) € Q:p(X, X5, ..., X,) =1}

= Characteristic polynom is that Q polynom, for which

Q(x, %X,,...,x)=1 ha (xX,X,...x)eE
Q(X, %X,...,X.)=0 ha (X,X%X,,...%x,)eE
and

Q(pP:: P2y, P) =P(E) ha
P, = P(Xl :1)’ P, = P(Xz :1)’---’ P = P(Xn :1)
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Characteristic polynoms (2)

= et us consider the following system event
P(X, Xy, X3) = X, V X A X2 A X
E = {(Xl’ Xgy X3) € €210 (X;, X5, X3) :1}

=" Then
Q(Xp Xy X3) =X, + X *(1—X2) T Xy Xy Xy, X3 € [0’1]

= \Why?

=" Because the system events defined by the clouses of the
logical function are disjoint (+) and the system events
defined by variables that build up the clouses are
Independent (*).
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Two specific characteristic
polynoms

= The probability of the I-th operating unit is
p, =P(x =1 1-p. =P(x =0)

= Serial system (X Xpreery X ) =X A Xy Avd A X

R=P(¥(, %, .x)=D=]]p
=1
Q(X s Xy yeuey X ) = X %X, k0% X
= Parallel system WX, Xty X)) =X VX, V.oV X
R=PMW(, %,.... %) =) =1-] [ @-p;)
=1

Q(Xl’ Kpyeens Xn) :l_(l_xl) *(1—X2) *...*(l—Xn)
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Reliability of process networks

= A process network is considered working, if the set of
working operating units has a subset that represents a
solution structure.

= Qur goal is to produce the logic functions

= (X, X,,..., X,) that define the , system is working” system
event.

= A o(X) logical function can be given, for which

" D(x,X,,.., X,) =1 If and only if the operating units given by
(x4, x,, ..., x1n) represent a solution structure.
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The number of solution structures

" et us consider the system event where the
operating part is the solution structure

A={(X,X%5,..., %) € Q1 D(X, Xy,..., X,) =1}

Let S be the characteristic function of the A system event

S(X s Xy 5y X))
from this
S(X)=S(x,X,...,X)

Then the number of solution structures is:

2“8(%)
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The number of solution
structers: An example

" There are N parallel operating unit

W(X)=D(X, X003 X, ) =X VX, VooV X

= \With disjoint clauses (Only n number of clauses!)
P(X) =X VXX, VooV X Ky X X

S(X)=X+A—X)X+...+(1—x)""x

S(l)=£+1 ...+1
2" 2 4 2"

2"S(Z)=2"-1
(2)
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Reliability of process networks
= Step .

D(Xy Xy yeeey X)) =Dy AD;, AD,

D, (X, Xpyees X)) = A VX,

XeP jed ]

D, (X, Xpyees X)) = A (X, VvV VX))
jed held

D, (X, X5 X)) = A (X5V VvV X))
jed held

= Step Il.:
Disjoint normal form
With the help of syntactic rules




Reliability of process networks

= Step lll.:
Calculate  W(x,, X,,..., X.)

Delete the negative variables from D (X, Xy ey X))
= Step IV.:
Generate the disjoint closes

Y(X)=L vL v..vL
Y(X)=LvLLvLLLv..vLL,..L_L,

Remark: This can explode!
But it iIs not necessary to geneerate them explicitly!
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Another way: Prime structures

= Step |.:
Calculate W (x;,X,,..., X,)
Y(X)=K, vK,v..vK,

K. = X AX A AX I 6{1,2,..,8}

where I, 1,,..I, are operating units of the i-th
prime structure

= Step Il.:

Generate the disjoint clauses
Y(X)=K,vKK, vK KK, v..vKK,..K_ K,
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Calculating reliability

" In cases before the disjunction of disjoint clauses
Y(X) =K, vKK,vK KK, v..vKK,.K_K
I

W(X)=v(~z) ahol z —x vagy xi

i=1j=1 'l
{1 if i = X

u__ — . —
'j o if z =x,

R=P(¥(X)=1= ZHD."(l p.) o

=1 j=1

N
I
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Calculating reliability

= |t Is not necessary to produce the ¥(X)function explicitly

Y(X)=K, vKK,v..vKK,. .K_K.

{A cQ): Kl(i)}
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Calculating reliability

= This procedure gives the system reliabllity.
K =K,
K, =K, \(K,"K),)
K; = K, V(K mK)V((K, nK)\V(K, mnK, nK),)))
P(K;) =P(K;) - (P(K/K;) - (P(K;K;) — P(K,K,K3)))

procedure( INpSTR)
while( K. = nextPRIM =)

i—1
{ K’ =K \(_ulK}" N K.)
J=

R=R+P(K) }
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A third way: Cutting sets

= A set of operating units H is called to be a cutting set if in
case the operating units are not working, then the
system is also not working.

= | et E be the set of cutting sets, then:

R=1-> [[R-m][]ln]

HeEieH igH

= The aggregate value is the sum of the probabilities of
events when the system is not working.

E={0%,.... %) €Q:¥(X, Xs,..., X,) =0}
R =P(E)
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Example: Function of solution
structures

= Step I.: D(X, Xy, X3) = Dy AD,; A D,

CDO(xl,xz,x3)2xi o
D, (X, X5 X3) = (X5 VX V X)) A (X5 Vv Xy)
D, (X, X5, X3) = (% vV X3) A (X, Vv Xs5)
= Step ll.:
DX, X, X3) = X, A X
= Step lll.: None

WX, X0 X3) =X, A X
Q(Xy X34 X3) = X5 * Xy
= Step IV.: None




Example: Prime structures

= There is only one prime structure {2, 3}

= Step .
There is only one clause

WX, X X3) = X, A X

Q(Xp Xy Xs) = Xy X3

= Step Il.:
None
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Example: Cutting sets

= A set of operating units is a cutting set, Iif
they are switched off, the system does no K
work. 1 p=2/371 T2 p=112

" | et E be the set of cutting sets

E={{2}, {3}, (L3} {23} (1.2 {123} ¢ o D

R=1-> [[R-m][]ln]

o
HeEieH igH 3
8

R =1—((2/3)*(1/2)*(3/4) + (2/3)*(1/2)*(1/4) + ...) = 18/48
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Conventional model and \
P-graph model
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Based on solution structures,
Example 1

Step l.; @(x, %, %) =Dy AD, AD,

(DO(X) = Xg
D, (X) :(X_5VX3VX4)/\

(X vV XV X VX)) A (X v X))

D, (X) = (X% V X V X)A (X v %) A

(X_3V X5)/\(X_4v Xs)

Step II. lll. and IV.: T s

R=0,8748
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Based on prime structures,
Example 1

= Step |.:
={1,3,5}, {1,4,5}, {2,4,5,}

W(X) =X A X AX) V(A Xy A Xs)
VvV (X, A Xy A Xs)

= Step .
W(X) = (X A Xy A X))V (X A X3 A
X, AX)V (XA Xy A Xy A Xg)
Q(X):Xl*xs*x5+xl*(1_xs)* ;5
X, % X + (L — X)) * X, * X, * X, Y
OR

R=0,8748
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Based on prime structures, 9
Example 1

=" The steps of the algorithm

Kl* —> P = P(Kl)

K, — p, = P((x%%)) =0,729

K; — P, = P(Kz)_ P(Kle)

K; — P, = P((X1X4X5))_ P((X1X3X4X5))
=0,729-0,6561

K3* — P;= P(Kg)_ P(K1K3)_(P(K2K3)_ P(KleKg))

K; = Py = POGX X)) — P(X XXX, X ) — (P (XXX, %5 ) — P (X X, XX, X5 )
=0,729-0,6561

R=0,8748
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Based on cutting sets,
Examplel

" |t IS very exhausting to give
explicitely

" 5111,2},11,4},{1,5}12,5}
{3.5}, {4,5},{1,2,3}, ...




Gas network

Simplified MLGW Gas Network (16 nodes)

Gate Station K j
@ Regulator y ’12
Station 13
Other
Nod i
odes , p 7
N 15
Y. o > —>
\\\L:S’I 14
8
10
YA '
—9,
1 16

Fig. 5. A natural gas transmission network in Shelby County, TN | 19].
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o Uy, 5.
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Reliability and synthesis

= A maximal structure is given.
= Which is the most reliable solution?
= Naturally the maximal structure!
= What is value of reliability of a solution?
X eQésd(X)=1
B, ={Y eQ:Y <X}
A, ={Y eQ:¥(Y)=1ésY e B, }
R, =P(A, |B,)=P(A)/P(B,)
Rui .y =P (X)=D)/P(Q)=P(¥(X)=1)=R




Reliability and synthesis, Case |I.

= How reliable units to be used?

= For a given system, we are looking for the solution for which
In the dependence of the reliability of the operating units
costs minimum and it suffices the confidence value for the
operability of the system.

= | et be
Y =(Y1)Y5,-- Y,) ahol y, =P(x,=1)

* The mathematical model:
Q(Y) = Rkl‘JszOb
Y €[0,1]
C(Y) > min




N

Reliability and synthesis, Case I. (2)

Y, +Y,1-Y,)y; =0,95

Y. Y2, Y €[0,1]

10/(1.005—-y,)+50/(1.005—-y,)+10/(1.005—y,) — min

Eset_l|

Megbizhatdsag
KoltségParaméter
Koltség_FGV

0,05
0,1
0,15
0,2
0,25
0,3
0,35
0,4
0,45
0,5
0,55
0,6
0,65
0,7
0,75
0,8
0,85
0,9
0,95

Gépl
X1

0,9343698

10

86,482579

20,00
21,05
22,22
23,53
25,00
26,67
28,57
30,77
33,33
36,36
40,00
44,44
50,00
57,14
66,67
80,00

100,00

133,33

200,00

400,00

Gép2 Gép3 Rendszer Kiisz6b
X2 X3 Q=x2+x1(1-x2)x3
0,6030567 0,9355258 0,950035567 0,95
50 10
111,87101 87,355934 285,7095185 Koltség
250,00
200,00
150,00
100,00
50,00
0,00
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Reliability and synthesis, Case II.

= \Which Is the most critical event?

= Which is the most probable critical event, for which in case of its
supervention the system is not working?

.= = . <
Prrie = oA P(A), A ={Y:YeQY <X}
Q(X)=0
X e{0,1} "

Z P (- pi)(l_xi) — min = p;
i—1

= |t Is proposed to investigate the conditions for the joint failure of
the operating units belonging to the zero elements of X!

S
&
z

389 ¢
L%C‘




Reliability and synthesis, Case Il. (2)

* The 2" and 3" operating

units’ combined
down is critical.

R=0,95

shut

Gépl Gép2 Gép3

X1 X2 X3

Megbizhatésag  0,927696 0,642646 0,927215
KoltségParaméte 10 100 10
Koltség FGV 136,4183 279,0535 135,529
RendszerlLedllas 1 0 0
1 0,357354 0,072785

Rendszer
Q=x2+x1(1-x2)x3
0,950032501

551,0008238

0
0,026010007

Kiiszob

0,95

KTSG
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Reliability and synthesis, Case lIl.

= Which operating units should be replicated and how
many times?

= A network is given with the reliablility of its operating units,
costs and a given reliability threshold value for the
system.

= \We are looking for a system produced by the
multiplication of the operating units, that suffices the
given reliability threshold and has minimal cost.




Reliability and synthesis, Case lll. (2)

= Should we multiply the units by themselves one by one, or
fittingly chosen subsystems?

R = p,*p,
R, =1-0-p)*A=p))*1A-10—p,)*1—p,))
R, =0-A-p.p;)*@—P.P;))

Iz

» This holds in general!




Reliability and synthesis, Case llI. (3)

= According to this, it is sufficient to multiply the operating
units by themselves, until the given confidence level is
reached.




Reliability and synthesis, Case lll. (4)

= |[f we multiply the operating units, we have to produce the
characteristic polynom of the new system.

WX, Xpyeen X)) —> Q(X(y Xy yenny X))
R(K,Kyyoot Ky X, %oy X )= QU —(1— %), 1—(A—x,)",..., 1—(1—x)*)

* The mathematical model of the problem:

k.K,,...k N
R(Ky, Ky Koy Py Paseess PR) = Praszon
C(k,K,,....k ) =kb, +k,b, +...+k b —> min

394 (GRS
% 3
EY &
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Solution of a synthesis problem

= The problem:
p,=08 p,=0,6 p,=0,9
c, =10 ¢, =50 ¢, =20 Pygsp =0,95

WX, Xy, X3) = X, + Xl)—(2X3
Q(Xy Xy Xs) =X, + X:I_(l_ X2)X3
R(Z,Xl,XZ,Xs) :Q(le _X12’2X2 _X22’2X3 _X32)

1=0,888 R2=0,9994245512




Solution of a synthesis problem,

R>=0,95.

X1

0,8

0,96

0,992
0,9984
0,99968
0,999936
0,9999872

X2

0,6

0,84
0,936
0,9744
0,98976
0,995904
0,9983616

0,99999744 0,99934464

0,96

N O O O OO O - O

=
Ll =

O O OO OO oo o o

(Oa)
o o

X3 Q=x2+x1(1-x2)x3

0,9

0,99

0,999
0,9999
0,99999
0,999999
0,9999999
0,99999999

0,99

N O OO OO Ok O

N
= o

0,888
0,992064
0,999424512
0,999956484
0,999996621
0,999999734
0,999999979
0,999999998

0,9504

00N O UL A WN -

-3

Tobsz6rozés
1X
2X
3X
axX
5X
6X
7X
8X

0,95
1X
2X
3X
axX
5X
6X
7X
8X
Db

Beruhazas
M(ikod6képes

\ENTIARY,
N iy
K 5.,

7;
%
id

w
(o}
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s IR
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Solution of a synthesis problem,
R>=0,9999

X1 X2 X3 Q=x2+x1(1-x2)x3 Tobszorozés

0,8 0,6 0,9 0,888 1X

0,96 0,84 0,99 0,992064 2X
0,992 0,936 0,999 0,999424512 3X
0,9984 0,9744 0,9999 0,999956484 axX
0,99968 0,98976 0,99999 0,999996621 5X
0,999936  0,995904  0,999999 0,999999734 6X
0,9999872 0,9983616 0,9999999 0,999999979 7X
0,99999744 0,99934464 0,99999999 0,999999998 8X
0,999936 0 0,99999 0,999926001 0,9999
0 0 0 1 1X

0 0 0 2 2X

0 0 0 3 3X

0 0 0 4 aX
=0,99992601 2 2 1 > X
1 0 0 6 6X

0 0 0 7 7X

0 0 0 8 8X

6 0 5 Db

10 50 20 160 Beruhazas

1 0 1 1 Mikoddképes
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Solution with other parmeters.

X1 X2 X3 Q=x2+x1(1-x2)x3 Tobszorozés

0,7 0,6 0,8 0,824 1X

0,91 0,84 0,96 0,979776 2X

0,973 0,936 0,992 0,997773824 3X

0,9919 0,9744 0,9984 0,999752012 a4X

0,99757 0,98976 0,99968 0,999971848 5X

c 2d 0,999271 0,995904 0,999936 0,999996752 6X
0,9997813 0,9983616 0,9999872 0,999999621 7X

0,99993439 0,99934464 0,99999744 0,999999955 8X

0 09744 o o4 0%

0 0 0 1 1X

0 0 0 2 2X

0 0 0 3 3X

0 1 0 4 aX

R2=0,9747 0 0 0 5 5X
0 0 0 6 6X

0 0 0 7 7X

0 0 0 8 8X

0 4 0 Db

10

=
o
=
I

o
[EEN
o

1 Feltétel




The upper bound of the
multiplication has to be
determined for each
operating unit.

We get an exact upper bound

R(Y1s Yareoes Yoo Pos Paseess Pa) 2 Prasaon
C(Yis Yoy Ya) = Y4B + Y50, +... 4+ y b, — min

Y1 Y2 Y3 Q=(yLy2y3)  Kiiszob

for the costs, but not yet for 6,312369 0,000427 4,201173 0,999898417 0,9999
TR . 0,8 0,7 0,9

the multiplication of the units. 10 50 20 1471685129  Kolség

Q(Xp X2, Xs) =X, + X1(1_ X2)X3
RY,P)=1-0-p,)")+A-QQ—p)")*@Q—p,)"” *Q—-(A—p5)™")
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Exact upper bound for multiplication

* With the help of prime structures.

Y(X)=K, vK,v..vK,

Ki =X AX AAX €{12,..,s}

aj = rQiNn{Z . (1_(1_ pjl)z)*(l_(l_ pjz)z)*---*(l_(l_ pj,)z) = pkUszéb}
ki = max {V,—={aj " ie{jl,jz,...,_j,}}
i=@.2,....s) 0 otherwise
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Boundaries

X1 X2
0,8 0,7 0,9
0,96 0,91 0,99
0,992 0,973 0,999
0,9984 0,9919 0,9999
0,99968 0,99757 0,99999
0,999936  0,999271  0,999999

0,9999872 0,9997813 0,9999999
0,99999744 0,99993439 0,99999999

X3 Q=x2+x1(1-x2)x3

0,916
0,995536
0,999757216
0,999986231
0,999999198
0,999999953
0,999999997
1

Tobszorozés
1X
2X
3X
4X
5X
6X
7X
8X

O O OkFr OO O O O
O O O O O o o o o
U O O Ok OO O O

00 N O Ul B WN -

1X
2X
3X
4X
5X
6X
7X
8X
Db

=
o
[y

1 MikodSképes

{1,3}

0,72

0,9504
0,991008
0,99830016
0,999670003
0,999935
0,9999871
0,99999743

{2}

0,7

0,91

0,973
0,9919
0,99757
0,999271
0,9997813
0,99993439

401

\ENTIAR Gy,
< 3
¥ %
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Reliability and synthesis.
Calculations.

" Formulas:

W(X, Xy X)) —> QX Xy yeeny X))

R(K, Kyt Ky X, %oy X, )= QL —(1— %), 1 - —x,),..., - Q- x)")
R(K, X, X,,...,. X )=Q@—-(1—x)"1-(1—x,)",...,.1—@—x)")

R(2K, X, X, ,..., X)) = R(K, 2X, — X7, 2X, — X2,...,2X_— X*)

® |terations:

R(kl’kZ""’kn’ P1, Pas--s pn) —
Ql-(A-p)+.1-@A-p,)*,...1-A-p,)")
Vi u, =1-Q1-p)"

Rk, +Lk, +1,....k. +1, p;, Pps-.., P,,) =
Q(p, +u, 1—p,), p, +u, A= p,),.... P, +u, @—Pp,))
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Summary

=" The reliablility of a process systems was defined.

= The concept of characteristic polynoms was introduced.
= A closed formula for the number of solutions was given.

" Three methods for generating reliability and a way for
calculating it were introduced.

= A transposition rule to P-graph model was given.
= Case studies were investigated.

=" Three synthesis problem, that are based on the measure
of reliability were raised and solved.

= Further problems are to be solved.
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Sustainable Energy Supply Chain Synthesis
Using the P-graph Methodology




»
Outline

= Sustainability metrics (ecological footprint,
emergy)

= Supply chain design by P-graph framework
" Incorporation of sustainability constraints
= [llustrative example




"
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P-graph methodology Sustainability

Raw materials

0O,

Products




Environmental protection
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Environmental protection

" Environmental protection is an older concept than
sustainabllity but the two are closely related

=" Environmental protection: do not damage the
environment unnecessarily, protect

the water
the soll
the air
the forest

= Otherwise society will pay the price
If not now then later
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Learn from the mistakes of the past:
Maya empire

O 1 2 3 4

@ ] o8 080 S8R

5 6 7 8 9

10 11 12 13 14

15 16 17 18 19

Science
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Maya empire

Huge cities

5.
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"
Maya empire

= Rapid collapse around 900

" Possible reasons:
o overpopulation
o attack
o trade collapse
o climate change
o epidemic
o agriculture fails
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Mesopotamia

= Advanced irrigation system

"= The city of Mashkan-shapir was suddenly
abandoned

the irrigation destroyed the soil in the long run by
accumulating mineral salts

" n the San Joaquin valley (USA, California) it
happens again

Salt-damaged fields in California’s 415 5 rhg/* 02
San Joaquin Valley % s
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Big civilizations

= Maya

= Aztecs
" Inca

" Egypt
= Roman
= Mongol

= They failed because of
attack
crumbled under they own weight, they were not sustainable
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Human beings always disturb  ~
the environment

\
11
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Pollution
It IS not dark but

London

Peking

after rain before rain




'_ @
Pollution

=" Great London smog. December 1952 — March
1953

= Several thousand fatality
= [t was a kind of whistle blow
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Extreme weather

storms

.:é
B

desertification




Water shortage

Aral Sea
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Raw material shortage

= August 2010, Robert Friedland: We need more copper
in the next 20 years than was mined in the last 110
yvears, those of us in the business don't have any idea
where this metal is going to come from
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Biodiversity reduction

= Hunting
= Destroying of habitats

= Extinction of species Is a
natural phenomenon but
humans increased its rate

2 3
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How much water is needed to
produce a cup of coffee?

140 L of water (Chapagain and Hoekstra, 2007)
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Coal power plans in China

= Total output: 1.95*10*2 kilowatt-hours / year (275 Paks)
= 2.38*10°t / yr coal

more than USA, EU and Japan together

13 people dies dalily

2000 —— T ———L ===t oo e ==l

15004 — F——-
—o— Anthracite

—o— Bituminous

1000 4 ————— S i T AR

o
0
.‘C

500 +

1960 1970 1980 1990 2000 2010
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Coal power plans in China

"In each 7-10 days a new coal power plant is
ouilt New York Times, 2006

= India also rely on coal more and more




The concept of sustainability
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Definition of sustainability

= United Nations, 1987 Brundtland report:

" Sustainable development is development
that meets the needs of the present without
compromising the ability of future
generations to meet their own needs."

N
428 =
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Why Is sustainability important?

= United States Census Bureau: human population
2.5 to 6.4 billion 1950-2005

= U.N. Development Program, Increase In
consumption expenditures 1970-95: Industrial
nations 2x and developing nations 2.7X

=" Photosynthetic world terrestrial net primary
production: 38% used by humans (Running, S.W.,
2012. Science, 337, pp. 1458-1459)

= Photosynthetic world primary production: 20%
used by humans (Imhoff et al. 2004, Nature, 429)

279 : \EaY
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Motivation

it ain’t easy
being green
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Sustainabllity vs. Economy?

= Some says that sustainability and economy
can not be reconciled

developing nations want to grow first and deal with
sustainabllity later

=" The two should be done parallel

= Sustainability map: display different solutions in
terms of profit and sustainability

there is room to improve both

431 ¢\ -
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Sustainability map

Profit 4
Max T------ o
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Selection: Constraint on profit

Profit a

.




Min

Max 1 / Footprint
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Selection: Multi-objective

Profit A Pareto Frontier

Max +------

Min +—------

Min Max 1 / Footprint
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Selection: Single objective

Profit 4
Max 4+—-=-===-- —
o Obj:a-Profit+(1—a)- 1 .
° Footprint
| - . @ Lo
o ® ° * °
[ ]
° ° o |
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@ o
Min | _ _____ Py °
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P-graph framework
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Sustainable supply-chain design via

P-graph framework

Potential objective functions:

e profit

* ecological footprint

e exergy dissipation

* green net regional product

* ratio between renewable and

K total emergies

J

The P-graph framework:

developed for process synthesis
problems

mathematically rigorous
synthesize optimal and n-best
networks

\ J
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Building credible scenarios ...

e  Starting with building
blocks...

e ...create comprehensive
scenarios...

e .. that help decision

)i
ol CLK

RN w7/ N
/7 / AN

makers! jr_ >t SN——IN 7 N




" N
Supply chain design as
process synthesis

T

Building blocks
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The P-graph framework

" Process systems engineering (PSE)
process design (flowsheeting)

= process synthesis

= process simulation (analysis)
process operation

= scheduling

= The P-graph framework helps to address and
solve process network synthesis problems
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P-graph representation
(Friedler and Fan, 1992)

= Building blocks:

Process structure:

rerse—
materials:
= raw materials: 4
©
®
—

Raw materials

= products:

= intermediates:

operating units:
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P-graph representation

Notations

= Nodes:
materials

= raw materials
= intermediate

= products

operating units
= Arcs

Inter4 @ Product1

@ Product2
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P-graph representation

Axioms

Raw3 (51)
/ Pcm




P-graph representation

/ ) Axioms
AR wi AR w2 Raw3 Sl
Vi y i /) (Pg)m
(S2)
XeR<Vxem,d (x)=0

Inter4 @ Product1

@ Product2




P-graph representation

Axioms
\A Raw1 ‘/ Raw?2 A/ Raw3 (32 m
(S2)

XeR<Vxem,d (x)=0

Inter4 @ Product1

@ Product2




" I
P-graph representation

\ Raw1

7 Raw3

Interd

(0) Product’ (0) Product2

\

Axioms

(S1)
Pcm

(S2)
XeR<Vxem,d (x)=0

(S3)
ocO
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P-graph representation

\ Raw1

A/ Raw3

1 2 2
Op3 Op4
2 5 1
Inter4 @ Product1 @ Product2

Axioms

(1)
Pcm

(S2)
XeR<Vxem,d (x)=0

(S3)
ocO

(S4)
vyo EO’El path [YO;Y1])
where y. eP

S
&
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P-graph representation

Axioms

ARW‘I Asz AR w3 (Sl)
Vi y i /) Pcm

(S2)
XeR<Vxem,d (x)=0

(S3)
ocO

. Inter1 (54)

\V/yo EO;El Path [YO;y1]’
where y. eP

&
449 %




P-graph representation

Axioms

ARW‘I Asz AR w3 (Sl)
Vi y i /) Pcm

(S2)
XeR<Vxem,d (x)=0

(S3)
ocO

. Inter1

(S4)
\V/yo EO;El Path [YO;y1]’
where y. eP

(S5)
Vxem, 3(a;B) €o;

® - @roees X<l

S
g
g
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P-graph representation

Axioms

ARW‘I Asz AR w3 (Sl)
Vi y i /) Pcm

(S2)
XeR<Vxem,d (x)=0

(S3)
ocO

(S4)
\V/yo EO;El Path [YO;y1]’
where y. eP

(S5)
Vxem, 3(a;B) €o;

@ Product2 XE {06 U’B}

451 £
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P-graph methodology
O R1 TRz

min > (A Yo +By % )+ . [Cm. > (Ro,m'xo)] O] wempmmm (O w———

00 meR {0e0:(m,0)eA}
Y Y
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P-graph algorithms

% Maximal Structure Generator (MSG)

e maximal structure contains all potential solution structure
e it works in polynomial time

% Solution Structures Generator (SSG) |

e creates all the solutions one by one
e applicable for small problems

% Accelerated Branch-and-Bound (ABB) |

e |ocates the best or n-best optimal structure
e accelerates using the structural properties of P-graph




Process synt
framework

hesis by P-graph

Automatic model
generation:
MSG

Optimization with
ABB

\ )
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MINLP vs. P-graph framework

MINLP P-graph framework

: Variables, Raw materials, products,
Problem given by . : :
Constraints operating units
Generation of the math. :
Manual Automatic
model
Structural properties of Hidden in the :
Prop Exploited
process-networks math. model
Number of solutions Single Multiple
: . Can be May require modifications
Handling special .
) incorporatedto  of the model generator
constraints
the math. model and solver




The metrics of sustainability
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Sustainability Metrics e

Metric System Property

= Ecological Footprint < Ecological Burden

= Exergy <~ Energy Efficiency
= Emergy — Energy Resources
= Green Net Prod «— Economy

" Fisher Information < System Order




Sustainable Process Index (SPI)

" SPl iIs a measure developed to evaluate the
viability of processes under sustainable economic
conditions

"= The concept of the SPI is based on the
assumption that in a truly sustainable society the
basis of economy Iis the sustainable flow of
solar exergy

= SP| evaluates the areas needed to provide the
raw materials and energy demands and to
accommodate by-product flows from a process in
a sustainable way
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The algorithm

= The total area

Tot
Aot = AgtActA+TAgHAL  [M?] R
E
|
ST
g D
= The specific area
OTOT — ATOT/NS [m2a/service]
Ns
= The SPI

SPI = OTOT/Oin

(Sometimes q,; is termed as SPI as well) ain

total

raw material
energy

infra structure
staff
dissipation

number of services
provided per
year

Area per inhabitant
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Calculating the SPI

Consumption Emissions
area
[ | fossil carbon air
renewables B acer
non renewables soil
|| intermediates
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SPI results

= Advantage for public transport

SPI Footprint [m? / pkm ]
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Country dependent SPI per kWh -
of electricity

600 -
500
400
300
200 -

100 -

SPI Footprint [m?/ kWh ]

Net electricity NO Net electricity AT Net electricity EU-27

B Area for fossil carbon M Area for emissions to air B Area for emissions to water
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Ecological Footprint of agricultural
base products

SPI [m2a/kg]

180 1 o
Area for emissions in soil

160 -
B Area for emissions in water
140 -

120 B Area for emissions in air

100 - B Area for renewable resources

80 -
M Area for fossile carbon
60 -
Area for non renewable ressources
40 -
20 | Area . .
Huge differences in SPI
. . . . . Footprints for

different agricultural
products

Corn Silage Wheat Rapeseed Barley Grassland
Silage
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Ecological Footprint of agricultural
base products

Corn Silage Wheat Rapeseed Barley Grassland

B Machine input M Fertilizers ™ Pesticides M Miscellaneous

High impacts because of tractors and fertilizers
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S — 9
Ecological Footprint agricultural machines and
fertilizers

Industrial chemical

4% production, energy provision
° and emission as main

contributions to the Footprint

for 1 kg of mineral fertilizer

SPI for N-Fertilizer Ammonium nitrate phosphate

® Chemicals

M Energy

(o)
27% 59%  Emission

SPI for Tractor (<70KW), normal workload

14%

Fuel consumption and
emissions are mainly
responsible for the impact of
agricultural machines

M Fuel

24% B Emissions

™ Infrastructure
62%
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Ecological Footprint of ,higher valued®
agricultural products

2500 - = Huge differences
in meat
2000 - SPI [m2a/kg] o production
= Area for emissions in soil
500 M Area for emissions in water u Yleld in Cattle
| M Area for emissions in air prod uction iS
M Area for renewable resources -
000 | . very low (50 - 60
M Area for fossile carbon %)
= Area for non renewable ressources
500 -
. Area
O . T 1
Poultry Pig Cattle
Fodder production has already
an accordingly high footprint ® Energy
. . o
which is ,transferred” to the = Fodder

final meat product

NTIAR,
o Uy, 5,
%

_ 466 =
Fowl Pig Cattle A &
Y Tupiopin®
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Exergy: Available Energy

= Exergy: thermodynamic work (in Joules) that can be done by
bringing energy or mass into equilibrium with environment

a cup of hot tea has more exergy on the north pole than in a
desert

= Sustainability Criteria: minimize exergy losses during processing
dEx/dt =0

e
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Emergy

= Emergy: the sum of all different kinds of energy
previously used (directly and indirectly) to
make a product

Emergy of Bread

'h\“‘

o)
?\”Jﬂu‘l\ 2\

R

Calories Calories




" J @
Emergy: Energy Resources

=" Emergy: the energy resources (in solar joules)
Invested by the environment in an operation or
In a product

= Sustainability Criteria:
(total emergy of inputs) - minimum
(renewable emergy use) / (total emergy use) 2 1
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Exergy vs. Emergy: vs. Beef
Waste Waste
Heat Heat
Rain
Water
100 / 9x10° Labor
\ 7x10\ 1000 7 o
Transport - Steer 710:)0 Transport
7x10° x10
9.9x1/
10 8.8803x10°
7x10’ + Extra Corn
Labor
1x106 | 8.97x107 1x108 | 2.504x10™
One One
Serving Serving
Corn Beef

Source: Mayer, A.L., Thurston, HW., Pawlowski, C.W., The Multidisciplinary Influence of Common
Sustainability Indexes, Front. Ecol. Environ, 2, 419-426 (2004).
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Ecological Footprint Basics

= | and Is categorized Int
o arable land
- forest land
o pasture land
0 Sea
o energy land
2 built land
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Ecological Footprint Basics

= Ecological Footprint (demand) = land area
required to meet level of consumption and
waste generation by the human population

= Biocapacity (supply) = land area available to
support the human population
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Ecological Footprint Basics

= Assumptions:
can track of resources and waste generated

resource and waste flows can be converted to land
area

= Sustainability Criteria:
biocapacity is larger than ecological footprint
= B>EF

ecological footprint does not Increase and
biocapacity does not decrease

= AEF<0&B=EF




Multi-period operating unit
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P-graph representation

Definition of Two potential
operating unit O, realizations of O,

O,
cost: 4*2+20
=28 $/h
O,
cost: 0 $/h
(dimensionless variable) X1=0

MZ M3




" J
P-graph representation

" Definition of an operating unit: specifies the
flowrates and the cost If the relative size Is one

= Relative size: a multiplication factor, how much
time bigger operating unit iIs needed than the
definition
decision variable

the flowrates and the proportional part of the cost has to
be multiplied accordingly

= |f the relative size is O then the operating unit does
not appear in the solution

the fix cost is also O




" J @
Modeling total cost

at_cost
rice =1

peeler fix_cost_prod
cost: 0

M Xomin = Xomax = 20

price =0

peeler
cost: 4x;+20 :>

peeler fix_cost

X;Elo X1:10,X2:20
4*10+20 = 60 4*10 + 1*20 = 60

477 ¢\
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Modeling total cost

=" Old method: raw materials and operating units
have associated cost

" New method: each operating unit consumes a
new material termed mat_cost

the operating unit itself does not have cost
the cost of mat_cost is one




"
Modeling total cost

= Considering sustainablility does not mean that
cost is no longer an issue

=\We may want to determine the best network In
terms of footprint, but then cost can become a
constraint

= A new material called, mat cost, has to be
Introduced for the whole network

" A new operating, peeler fix cost prod, unit
and a new Intermediate material,
peeler fix cost, has to be introduced for each
operating unit in the original network
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Modeling total cost

= Old method: x =10, cost=4*10+ 20 =60

= New method: x = 10
consumption of 40 unit from mat_cost
= its price is also 40
10 unit of the peeler_fix_cost is also needed

only peeler_fix_cost_prod can produce it, thus, this
operating unit should be in the solution

If peeler_fix_cost_prod is in the solution then its relative
size must be 20

= it has to consume 20 unit from mat_cost
the cost is 60

&
480




Modeling of ecological footprint




Emergy, footprint representation

footprint emergy
max: 24 max: 169

natural gas
source

natural gas
purchase

M natural gas
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Emergy, footprint representation

z r

=" Ecological footprint and emergy are two
sustainability metrics what we would like to
Incorporate into our model

= Both of these metrics are extensive

the footprint of a network can be calculated by
summarizing the footprint of its components

=\We would like to limit our search according to
footprint, so the Initial structure has to be
transformed to impose this constraint




" 9
Emergy, footprint representation

" New material nodes termed as footprint and
emergy are introduced

*"These materials will be the inlet for each
operating unit which represent some physical
process

the new nodes have Ilimits for maximum inlet
flowrate

= |f footprint belongs to a raw material then an
operating unit Is introduced to represent the
purchase, and the footprint material will be the
Inlet of this unit
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Ratio of renewable and fossil energy N
production

renewable energy fossil energy
production production
a 1
/ sum_ /
bigas grass_ silage renewable 0.85 natural gas grid
A VS v VS v
bigas_ 1
burning 153 bigas_ CHP 91.9 1
1.65 :
force_ratio natural gas feeder
C burning
0.85 0.85 0.65 0.85 1

sum_fossil

© ©

heat electricity




Ratio of renewable and fossil
energy production

= We may search for solutions which are not worse
than an already known solution in terms of the
ratio of renewable and fossil energy production

for example, if our current design ensures the parity of
renewable and fossil energy production, then we would
not be satisfied with a solution where the ratio of the
renewables is less than 50%

= A technigue is proposed here to ensure this ratio

"The 1Idea Is to Introduce material nodes:
sum renewable and sum fossil to keep track
the corresponding energy production

Y . &
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Ratio of renewable and fossil
energy production

" These materials are connected through a new
operating unit (force_ratio) which ensures the required
constraint

If the parameter C is set to 1 then we can burn natural gas to
create 1 MWh of energy only if the same amount is produced
either from biogas or grass silage

= Material sum_renewable iIs Iprool_u_(:ec! when biogas Is
burned or when heat and electricity is produced from
grass silage

= Material sum_fossil is consumed when natural gas Is
burned or when electricity is consumed from the grid

" |t can happen that the ratio iIs worse than before
because both type of energy production is reduced but
the renewable production in‘larger volume




lllustrative example




" J
Assumptions

=" The ecological footprint of the supply chain is
dominated by the feedstocks and inputs

" The emergy footprint of the supply chain is also
dominated by the feedstocks and inputs

=" Methodology must be simple enough for wide
application

=" Supply chain Is designed to produce 7.2
TJlyear of electricity and 18 TJ/year of heat
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Applied tools

= PNS-Draw: graphically depict P-graphs

" PNS-Studio: solve and export synthesis
oroblems




Software: PNS-Draw

File Edit View

v O@@= B !

Object Properties
B Label 3 g Sstronics i
Color Il 000

Offset 96: -236
Text

BH Misc
Color I ooo

Coorde  1200: 1500
Name Loading_L1
Tvpe Operating Unit

PC_in_Veszprem_defo PC_in_ Fehervar_dem

PC_produced_in_Fehervar

Loading_L3

PC_in_truck_in_Fabane

Quick View

FT_in_truck_in_Almad

ENTIARY
o s,
¥ %
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Software: PNS-Studio

THie Smthesze Options Help
DEA @
Problem | Soktions

= Operating Unts
(= Loadng_L1
[z Input Materials
PC_in_Veszprem_depo. 1uni/payout perdod

m
'0-
G

(= Input Matenals
PC_produced_in_Szekesfehervar: Tunt/payout period
PC_in_truck_in_Szekesfehervar: 1 unit/payout period
Loadng_L2
(= Input Matenals
PC_in_Szekesfehervar_depo: 1 unit/payout period
(= Output Matedals
PC_n_truck_in_Szekesfehervar: 1 unit/payout period
& Trenspot_T2
[ Input Materials
PC_in_truck_in_Szekesfehervar: 1 unit/payout period
= Output Matesials
PC_n_truck_in_Balatonaimadi: 1 unt/payout period
= Unload_U
= Input Matenials
PC_n_truck_in_Balatonaimadi: 1 unk/payout period
= Output Matesials
PC_in_Balatcnalmadi: 1 unit/payout period

m

m
=

PC_in_Veszprem_depo - Material properties

Name PC_in_Veszprem_depo

Type raw matenz

Quantity type capacty

Requrred flow 0 unt/payout period (defaul)
Required flow Mu urit/payout pesiod

Madimum avalable flow 200 unt/payout period

Madmum flow Mu unit/payout perod

Price 232 EAunt

Price Mu Sl

Description Description
Name:

Name of the material. & must be unique in the problem
definition.

7] Convert values automatically
[ Updme J[ Cawod || Doee |

PC_in_truck_in_Szekesfehervar - Matenal properties

Name PC_n_truck_in_Szekesfehervar
e rtemmedate
capacty
Maximum available flow 1000000000 unit/payout period
Madmum flow Mu unit/payout penod
Description Description
Name

Name of the matenal. i must be unique in the problem

I
1
iddmm

1] Convert vakues sutomatically

[ Updste ][ Cocel [ Delwe |
Name PC_in_Balatonaimadi

Type poduct

Quantity type capacity

R 240 padod
Required flow Mu unit/payout period
Madmum flow 1000000000 unt/payout perod |
Madmum flow Mu unit/payout perod

Price 0€/nt (defauk)

Price My Snt

Description Deacription

‘;Dhn

| Name of the matenal. k must be unique in the problem

iuﬁl\w\

Loading_L1 - Operating Unt properties

B Basic -
Name Loading_L1 [
Working hours per year 8000 h/yr (defaut)

Payout period 10yr/payout peniod {defaut)

"

Lower bound 0 (Gefaut)
Upper bound 900

B Cost parameters

B Operating cost
Fixed charge 2084
Foced charge Mu EAr
Proportionaity constant 0 €/payout period

Name of the operating unit, k must be unique in the problem defintion

[ Convert values automatically
[ dze |[ GCocs |[  Dowe |
B Basic -
Name Transport_T1
Working hours per year 8000 h/yr (default)
Payout pesiod 10yr/payout period (defaut)
B Capacity constraints
E Capactty constraints
Lower bound 0 defaut) 3
Upper bound 500
B Cost parameters
B Operating cost
Foed charge 18847
Foxed charge My Chr =
Proportionalty constant 0 HUF /payout perod
Proportionality constant Mu  HUF /payout penod
B Investment cost
Fixed charge [ 14
Foced charge My [3

B Oversl cost -~

Name
Name of the operating unit,  must be unique in the problem defintion

[T Convert vakins 2 domaticaly

NTIAR()
sgc\\" .
o
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__Maximal structur

...................... = he
---------- - natural gas and -
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i
th0gas_prod
600 m3)
Legan
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—--~-gurning of natural
+—- and biogas
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lllustrative example

= An example is presented here to show the
application of the P-graph framework while
taking into account sustainability issues

=" This graph represents the potential energy
conversion technologies of a small region

conventional fossil energy sources are available
like the natural gas and the electricity from the grid

this region has agricultural waste product in the
form of grass and corn cobs, which can be used for
biogas production
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lllustrative example

both the biogas and the natural gas can be fed to a
furnace to produce heat

there are available wood from which pellet and
chips can be produced, and wood can be burned
directly

pellet also can be produced from corn cob
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Data: Properties of the raw
materials

Cost Max.
flow

electricity_grid 149 €/MWh

natural_gas 0.5 €/m?3

area_corn 300 ha/yr
area_corn_silage 400 ha/yr
area_grass_silage 1200 ha/yr

area_wood 600 ha/yr
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Data: Properties of the \

products
Name ___Min. __[flow
hot_utility 5000 MWh/yr

electricity _utility 2 000 MWh/yr




Data: The inputs and outputs of the
operating units of the case study
IV I P N AT Y N
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Data: The inputs and outputs of the operatingu
units of the case study
I IS o N PO Vo

pelletizer pelletizer_c 8000
corn_straw_pellet_prod electricity 0.15 MWh corn_straw_pellet 1 t
heat 0.5 MWh
pelletizer_c 0.5 h
corn_straw 1 t
wood_pellet_prod electricity 0.1 MWh wood_pellet 1 t
heat 0.85 MWh
pelletizer_c 0.5 h
wood 1 t
wood_chips_prod electricity 0.03 MWh wood_chips 1 t
heat 0.48 MWh
wood 1 t
wood_prod area_wood 1 ha wood 3 t
feeder feeder_c 8000 h
burner burner_c 8000 h
corn_straw_pellet_burning corn_straw_pellet 0.25 t heat 1 MWh
feeder_c 4 h
burner_c 4 h
wood_pellet_burning wood_pellet 0.25 t heat 1 MWh
feeder_c 4 h
burner_c 4 h
wood_chips_burning wood_chips 0.25 t heat 1 MWh
feeder_c 4 h
burner_c 4 h
wood_ burning wood 0.3 t heat 1 MWh
burner_c 4 h TRy
hot_utility_prod heat 1 MWh heat_utility 1 MWh
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Data: The overall cost of the
operating units of the case study

Prop. part Prop. part

[€/yr] [€/yr]
electr_feeder 0 0 burner 15578 15 692
corn_silage_prod 0 960 wood_burning 7 347 4
grass_silage_prod 0 960 wood_chips_burning 7 347 3
corn_prod 0 960 wood_pellet_burning 7 347 3
wood_prod 0 180 corn_straw_pellet_burnin 7347 3
biogas_plant 35 000 49 286 g
biogas_ CHP_plant 131 236 81298 hot_utility_prod 0 0
biogas_prod_corn 3680 10 wood_chips_prod 30 820 3
biogas_prod_grass 3680 10 wood_pellet_prod 10 400 2
biogas_CHP_corn 9822 4 corn_straw_pellet_prod 10400 2
biogas_CHP_grass 9822 4 electricity_utility_prod 0 0
gas_burner Sl - e pelletizer 30000 185000
biogas_burning 0 0 —— 100 0
natural_gas_burning 0 0

\ENTIAR Gy,
< 3
¥ %

500



Computational results
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Optimal structure in terms of cost

20
ety _utily_pacd
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Computational time: <1s
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Solution structures

\')

Structure Heat demand Electricity demand Cost Ecological Emergy
satisfied satisfied [€/yr] footprint

#1 wood grid 476,363 1046 1,764,910

#2 biogas CHP by corn biogas CHP by corn 476,433 749 234,594
silage, silage
wood

#3 biogas CHP by biogas CHP by 486,852 840 532,100
grass silage, grass silage
wood

#4 biogas CHP by corn biogas CHP by corn 521,283 796 245,744
silage, silage
wood chips

#13 natural gas grid 572,956 690 2,706,600
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Results
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" S
Raw Material & Energy Inputs

Raw materials
Solution
structures
electricity_grid natural_gas area_corn area_corn_silage | area_grass_silage area_wood
[T3/yr] [m¥yr] [ha/yr] [ha/yr] [ha/yr] [ha/yr]
Structurel 7.37 500.00
Structure2 117.69 367.73
Structure3 128.54 367.73
Structured 120.03 393.66
Structure5 7.57 539.13
Structure6 131.10 393.66
Structure? 399,272.00 116.30
Structure8 72.96 126.77
Structure9 124.78 380.69
StructurelO 399,272.00 127.02
Structurell 72.96 138.46
Structurel2 136.29 380.69
Structurel3 7.25 540,588.00
Structurels 7.99 529.10
Structurel5 8.17 102.04
Structurel6 214.45
Structurel? 125.12 98.01
Structurel8 90.05 135.88
Structurel9 234.67
Structure20 7.95 125.00
Structure21 8.02 136.36
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Computational results

= Multi-objective optimization usually has no clear winner

= Structure 1 has greater footprint than the base case
(structure 13)

= Structure 2 Is much better in terms of both ecological
footprint and emergy and the cost is only slightly higher
than the cost of Structure 1

= Structure 7 and 10 are better than the base case In
emergy, ecological footprint, and cost as well

= Structure 16 is more expensive than the base case but
there is a substantial drop in footprint here.

= Structure 22 and 23 produces more heat and electricity
than required
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Structure #13: Natural Gas & Electricity from
the “Grid”
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tructure #7:. Corn Silage & Natura
as
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tructure #10: Grass Silage & Natural =
as
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Structure #16: Corn Silage
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Supply Chain Structures
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Summary

=" Environmental protection

=" The concept of sustainability

= P-graph framework

=" The metrics of sustainabllity

= Multi-period operating unit

= Modeling of ecological footprint

= [llustrative example
= Computational results




'__
Conclusions

= Sustainability is about adaptively managing the
environment on an on-going basis so as to insure that
the Earth can continue to support human existence for
the indefinite future

= Carefully designed supply chains can be made both
cheaper and significantly more environmentally
friendly than current practice while meeting societal
needs
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Multiobjective PNS

problems
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Multiobjective optimization

" In multiobjective optimization more than one
goals should be taken into account.

= Unfortunately it often happens that some
solutions which have excellent performance in
one objective have very week performance in
the others.




" J
Applications In case of PNS

Usually in process network synthesis we are looking
for a cheapest solution, but other objectives can be
Important as well:

= One of the most important goals is to decrease the
pollution of environment. Cleaner technologies are
often more expensive therefore in these cases the
objectives are very different.

= One can consider the execution time of the
process as a second objective function. It Is not

sure that the faster execution is also a cheaper
one.

=" The stability of the production can be also a further
objective.
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The approaches to solve
multiobjective problems

There are several methods to study
multiobjective problems, we will overview the
following ones

= Determining Pareto optimal or weakly efficient
solutions

= Using aggregating functions to form a single-
objective model

= Using Epsilon-Constraint method

521 : QT -
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" A
Notations

*"In general we suppose that we have K
minimization functions denoted by f,;, f,,...,f, Note
that it is not a restriction to consider minimization
functions since taking the negative the
maximization problem can be changed Into a
minimization one.

=" The set of feasible solutions is denoted by S.

=" [n case of the PNS applications we will consider
only two objective functions, the methods can be
extended into the more general cases with some
extra technical difficulties.




- __
Notations In case of
multiobjective PNS;

=\We mainly will consider the structural model,

where an operating unit o, has only fixed
costs, denoted by cf, and df. Then we have
two objective functions: z, Is the sum of the cf.
and z, iIs the sum of the df, values of the
selected operating units.

=\We will also consider the more general fix

charged linear cost model. Here the
proportionality constants cp, and dp, are also
assigned to the operating units, and z, Is
calculated by cf; and cp;, and z, Is calculated by
df. and dp..
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Weakly efficient solutions

=\\e can say that a solution xe S Is better than a
solution ye S if it Is better in each objective,
which means that f. (x)<f, (y) for each I.

" The solutions which are the best ones on this
sense are called weakly efficient solutions.

" Formally we can say that a solution Xe S is
weakly efficient if there is no ye S such that f.
(y)< f: (x) Is valid for each I.
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Pareto optimal solutions

=On the other hand we can also say that a
solution X€ S Is better than a solution ye S if it
IS better In at least one objective and not worse
In the others.

=" The solutions which are the best ones on this
sense are called Pareto optimal solutions.

= Formally, a solution xe S Is Pareto optimal If
there are no ye S and | such that f; (y)< f; (X) IS
valid for each I and f; (y)< f; (x).
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Aggregated objective function

"let g be a k-varlable monoton function which is
called the aggregation function.

=" Then we can form the single-objective optimization
problem where we are looking for the xe S where
a(f,(x), f5(x),...,f (X)) Is minimal.

= Usually g Is a weighted sum with positive weigths
but more general functions can also be used.

Theorem: If g Is a weighted sum with positive
weigths then any optimal solution of the single
objective aggregated problem is a Pareto optimal
solution of the original one.




Proof

We use an indirect proof:

" et X be an optimal solution of the aggregated

problem and suppose that it is not Pareto
optimal.

" Then we have an ye S such that f, (y)< f, (X) IS
valid for each I and there is a J with f; (y)< f; (x).

= Since g Is a weighted sum of f, substituting x

and y into g we obtain that g(y)<g(x) which is a
contradiction.
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Epsilon-constrained method

T
O
e

In the epsilon constrained method we have one
distinguished objective function (suppose it Is
f,) and the other objective functions are used to
constrain the set of feasible solutions. In the
model the bounds C,, C,,...,C, are given and
we consider only the solutions x€S which
satisfy f. (x)< C. for i=2,...,k.

neorem: An optimal solution of any single-
pjective optimization problem received by the
nsilon-constrained method is a weakly efficient

solution of the original problem.
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Proof

" | et X be an optimal solution of the aggregated
problem and suppose that it is not weakly
efficient.

" This means that there exists ye S such that
f. (y)< f; (xX) Is valid for each I.

" Then y Is a feasible solution of the constrained
problem, since by f; (y)<f. (x) <C, fori=2,...,k.

" Then we obtain a contradiction by f, (y)<f; (x) .
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Robust optimization

" |In the optimizaton problems we often sugpose that all
costs are known exactly in advance. On the other
hand, in real applications usually some uncertainty can
change the data.

" In general, for most optimization model the problem of
uncertainty is solved by stochastic optimization. On the
other hand, in these cases we need some a priori
Information about the distribution of the data, which is
usually not available in real applications.

= Another approach is a robust optimization, where the
uncertainty is handled by deterministic worst case
scenario. In these models we do not have the fixed
values of the parameters we only know that they are in
a given interval.
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SSG based generation of Pareto optimal
PNS solutions in structural PNS problems

t
f
t

n the structural model the cost of a solution

depends only on the operating units contained in it,

nerefore the SSG algorithm which lists all of the
easible solutions can be extended to determine
ne Pareto optimal ones.

= We have to use a candidate set J and in each step
when a new solution is found we upgrade this set.

= |If the solution IS worse than some elements of J,

t

hen J is not changed.

= Otherwise the actual solution Is put into J and

t

hose earlier elements of J which are worse are

deleted.

=
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Example

= Consider the problem shown in the next figure
where 6 operating units o0,, O0,,...,0, are
defined.

" The cost are given as follows:
| 1+ | 2 | 3 | a4 | 5 | 6 |
cf 3 1 2 9 6 3

df 2 3 2 8 2 6




" A
The maximal structure of the
example

\
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The Pareto optimal solutions
received by extended SSG

" The SSG algorithm lists all of the solutions. The
first is x,={0, 0,} with z,( xl% 12 and z,(x,)=10 and
we put it int |n y'thé candldlate ISt J.

= The second solution is x,={0, 0,} with z,(X,)=10
and z,(X,)=11, it is not wofse than X, thus we put it
into the candidate list J.

=" The third solution is x;={0,0, 0,} with z;( X3)=13
and_ z,( X, 2 =14, 1t Is Worse than X, thus we do not
put it nto the candidate list J.

= The next solution Is X,= 3 Os} with z;( x,)=11
and z,( X,)=6, It is beﬁer %hah X; and not worse
than x thius we put it into the candidate list J, and
X4 1S déleted.
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The Pareto optimal solutions
received by extended SSG

=" The next solution Is X:= Oé} with z,(X;)=9 and

Z,( Xs)=7, It IS better tﬁan x “and not Worse than X4

tdhulstV\ée put it into the candldate list J, and X, |s
elete

=" The next solution is x;={0 =} With z,(X5)=12
and z, (xz =9, It IS Worse]t hus weé do not
put it into the candidate list J

= The next solution Is x,={0; 04} with z; %x )= and
Z,( X5)=8, which Is neither wor&e nor bétte? than X,
and X thus we put it into J.

= All of the remaining 13 solutions are worse than
one of the elements of J, thus the set of the Pareto
optimal solutions is {x, x5 X}
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Branch and bound based generation of
Pareto optimal PNS solutions in structural
PNS problems

=" Usually a PNS problem has a lot of feasible
solution and only a few of them are Pareto optimal.
Therefore an algorithm which does not generate all
of the feasible solutions can be more effective.

= \\/e can also extend the Branch and Bound based
ABB algorithm to generate Pareto optimal
solutions.

= |n this case we can exclude the sets of the feasible
solutions where we know by the bounding
functions that all solutions are worse then one of
the elements in J.
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Extension to the fix charged linear ™
cost model

" |n the structural model we have only a finite
number of feasible solutions. In the more general
version the material flows are alos considered,
thus we have an infinite set of solutions.

" On the other hand we again have only finite
number of structures which can be generated by
SSG. Thus the problem is reduced to find the
Pareto optimal solutions in case of fixed structures.

=" This means that we have to solve a multiobjective
linear programming problem which is widely
studied.
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Linear aggregated cost functions

= |f there Is a linear aggregation function then we
can reduce the problem to the solution of a PNS
problem.

= |f the the aggregated function z(>8: [,Z,(X)+ r,z,(X)
then we can define the following PNS problem with
the same set of operating units.

" For operating unit o; the fix cost will be ef= r,cf+
r,df; and the propotionality cost will be ep= r,cp;+

r,dp;.
" Then the cost of a feasible solution of this new

PNS problem will be the aggregated cost of the
original problem.
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Example

= Consider the problem shown in the next figure
where 6 operating units o0,;, O0,,...,0, are
defined.

" The cost are given as follows:
|1 |2 [ 3 | 4 | 5 | 6 |
cf 6 3 1 9 5 3

df 2 4 7 4 5 7
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The maximal structure of the
example
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The aggregated optimal solutions

= We have three solutions such that any further

solution contains some of them: x;={0 } with
Z,(X1)=15 and z,(x,)=6, X,={0, Os} with zl(xz) 8
and zz(xz)— X3={03 0g} Wwith Zz;(X5)=4 and
Z,(X3)=14

= |If we consider z,then X; is optimal.
= |f we consider z, then x; Is optimal.

= |f we consider the aggregated objective z=z,+z,,
then x, Is optimal.

*We note that this also shows that all of these
solutions are Pareto optimal.
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Nonlinear aggregating functions

= [f we use more difficult aggregation functions then
the problem can not be reduced into a single
obective PNS problem.

" |n these cases we can extend the ABB algorithm
Into a version which can solve the problem. The
set of the feasible solutions is independent on the
objective function therefore we only have to define
new bounding functions.

= The simplest way to define a new bound is to use
the bounds given on the objectives z, and z,. If at
some point we have bounds L, and L, on a set of
feasible solutions, then _g(Ll,Il_Z) wilf bound the
aggregated function on this set.
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Nonlinear aggregating
functions(2)

"On the other hand handling the objectives
separately can yield weak bounds as the following
example shows.

= Suppose we consider the set which contains three
solutions: x; with z;(x,)=12 and z,(x;)=40, X, with
Z,(X5)=25 and Z,(X5)=25, x3 Wlth Z,(X3)=35 and
Z,(X3)=15. And Ietg X,Y)= x2+y

= Then the best bound on z, Is 12, the best bound
on z, Is 15, thus using the bounds separately w
cannot obtain better bound than 369 on the
aggregated function. On the other hand the
minimal value of the aggregated objective is 1250.




Epsilon-constrained method

= |n this version the set of the feasible solutions and also
the optimal solution are changing as the bounds are
changed. Consider the example used iIn the
aggregated problem.

= [f C,=14, then Xx;,X,,X; are all feasible thus x; is the
optimal solution with z,(x5)=4.

= If we use C,=9, then x; Is excluded thus x, will be the
optimal solution with z,(x,)=8.

= Finally, if we use C,=6, then X, Is also excluded thus x,
will bé the optimal Solution with Z,(X,)=15.
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Branch and bound based
approach

" |[n this model the objective Is z, but the set of
feasible solutions is changed, therefore we
have to extend to ABB algorithm to handle this
restricted sets of feasible solutions.

= One basic idea Is to use the bounding function
on z, to exclude some subset of solutions.

="|f for a set of feasible solutions using the
bounding function for z, we obtain that z, Is at
greater than C, for all of these solutions then
we can exclude this set.
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Robust PNS model

" In the robust model each operating unit o, has an
extended cost c(0,)+ e(0;). We will call c(o;) the
nominal cost and e(o) the extra cost of the
operating unit.

= \We have an a priori bound b, which means that b
operating units can have the extended cost and
the others have the nominal cost.

= \We are Interested In the worst case, therefore, if
we consider a feasible solution of the problem in
the robust version its cost will be the sum of the
nominal costs of the operating units plus the sum
of the b largest extra costs.
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Example

= Consider the PNS problem of the next figure

where_there are three operating units: o, with
c(0,)=5, e(0,)=2, o, with c(0,)=2, e(0,)=2 and 0,
with c(03)=2, e(o3):§.

= |f we consider the standard problem then the
optltmal4solut|on contains 0, and o; and the optimal
cost is 4.

= |f we consider the robust version with b=1, then
the optimal solution still contains o, and o5 and the
optimal cost Is 6.

= But if we consider the robust version with b=2,
then the optimal solution contains o, and and the
optimal cost is 7.
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The maximal structure of the
example
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Branch and bound based
algorithm

=" The set of feasible solution is the same as in the
standard PNS problem therefore we have to
extend the bounding function.

=" The simplest function contains the total nominal
cost of the selected operating units plus the sum of
the b greatest extra costs among them.

= We receive a more difficult function if we increase
this simplest one by the shortest path from the raw
materials into the selected operating units, where
the cost of a path is the sum of the nominal costs
of the operating units contained in It.
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Heuristic algorithm for the
structural model

"Both the SSG and ABB algorithms have
exponential running time in the worst case,
therefore some huge problems migh not be
solved by them.

"In these cases heuristic algorithms which
produce a good feasible solution in a short time
can be useful.

= Moreover, these algorithms can be also used
to accelerate the branch and bound algorithms
giving a good starting solution which increases
the efficiency of excluding subsets.
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ASUM and AMAX heuristics(1)

" These greedy type algorithm use estimations on
the cummulated costs of the materials (MA) and
operating units (OP).

= The algorithms builds a solution step by step
adding every time an operating unit to the solution.

=" For each operating unit it calculates the sum of
the estimated production cost of the input
materials and the estimated cost of the operating
unit. This sum is divided by the number of desired
materials produced by the operating unit. The
algorithm chooses the operating unit where this
ratio is minimal.
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ASUM and AMAX heuristics(2)

= At the beginning the set of desired material is the
set of the desired products. Later in each step the
iInput materials of the selected operating unit is put
Into this set and its output materials are deleted.

= The difference in the heuristics is in calculating the
estimated costs of the input materials. ASUM takes
the sum of the MA values, AMAX consider the
maximum of the MA values.

=" Checking the axioms S1 to S5 one can prove
easily that the heuristics give a feasible solution for
every function MA and OP.




" A
OP function

" |In the estimation of the cost of the operating unit we
have to face with the problem of robustness, we do not
know whether the nominal or the extended cost will be
uslectl_ In the solution. We can use the following
solutions.

= Weighted cost: In this case we use some weighted
average of the two costs thus OP(0)=ac(o;)+(1-
a)(c(o;)+ e(0;)) for some 0=<as<l.

= \Worst case cost: In this case we use the extended cost
unless we already selected b operating units with at
least as big extra cost as the actual unit has. In the
latter case we use the nominal cost.

= Hibrid cost. we use the weighted cost in the first case
Instead of the worst case.




" A
MA function

" The estimated cost of the materials depends
on the cost of the operating units, thus we will
use here the weighted cost of the operating
units.

="\WWe use the function which was used to
calculate lower bound In some branch and
bound algorithm changing the cost of the
operating unit into the estimation.

= The general definition of this cost function Is
very difficult therefore we will only define it for
cycle free PNS problems below.




" B
MA function Iin cycle free
P-graphs

= We will use two sets of materials | denotes the
materials with the given MA values and J denotes
the complement set where we have to calculate
the value of MA. At the beginning | contains the
raw materials with MA(m)=0, and later in each step
one element is moved from J to |.

" We always choose such a material m from J which
IS only produced by operating units having input
materials in I.

" We calculate a production cost c for each such
operating unit producing m as follows.




" S
MA function Iin cycle free
P-graphs

= Calculate the sum of the maximum of the MA
values of the input materials and the weighteo
OP cost of the operating unit. (Note that by the
definition of m we know that MA is known for al
Inut materials.)

"Let MA(m) be the minimum of the production
costs calculated above for the operating units
producing m. We move m from J to |.

" The procedure ends when J becomes empty
which means that MA is calculated for all
materials.




" B
Robust extension of the fix
charged linear cost model

"We can define In two ways the robust
extension of the fix charged linear cost model.

" |[f we use robustness only in the fix costs then
we can extend the ABB algorithm in the same
way as In the structural model changing only
the bounding function.

=|f we define robustness also In the
proportionality constants, then we have to
solve robust linear programming problems in
the bounding function of the branch and bound
algorithm.
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Solving standard

optimization problems with
the P-graph framework




" A
Goals

. Introduction of modelling techniques of the P-
graph framework for problems featuring properties
different from those of the original chemical
process planning area.

. The standard optimization problems do appear
seldomly in their original form in real life. In most of
the cases, practical problems include other
parameters and constraints, that are difficult to
iImplement in the dedicated algorithms. In contrast,
the models presented here can be extended more
easlily for additional problem paramaters.




" J
Considered problems

. Minimal spanning tree
. Shortest path

. Maximal flow

. Transportation problem




=

" A
Finding the minimal spanning ~
tree

. Given is a weighted graph G=(V,&w), where
V Is the set of vertices

£ I1s the set of edges (an edge is a set of two
vertices)

W : & - Ris a weight function for the edges

. The objective is to find a subgraph G' € G such that
G' Isatree

The sum of the weights of the edges in G' Is
minimal

. The problem can be solved to optimality efficiently by
using the algorithms of Prim or Kruskal




"
Finding the minimal spanning tree
with the P-graph framework

. Modelling
Materials correspond to vertices of the original graph

— To a dedicated vertex, v* a raw material is assigned. All the other
materials are of product type.

- The maximal amount of the used v* is |V|-1,
— For all the other materials (products), the required quantity is 1.
— Prices, costs are not assigned to any of the materials.
Operating units correspond to the edges of the graph
—- For all §v,v'} edge, two operating units are assigned: ({v},{v'}) and

(tv'hiv}
— The fix cost is given by the weight of the edge: w({v,v'})
- Propotional costs and capacity limits are not introduced.
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Finding the minimal spanning tree
with the P-graph framework,
cont'd
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Finding the minimal spanning tree
Example
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" S
Finding the minimal spanning tree
P-graph model for the example
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" J
Finding the minimal spanning tree

Solution given by the ABB algorithm
for the P-graph representation




" J
Finding the minimal spanning tree
Solution of the example based on the

optimal PNS structure




Finding the shortest path

. Given Is a weighted directed graph D=(V,A,w), a
source vertex s, and a destination vertex d, where

V Is the set of vertices
A CV X Vis the set of arcs

W : A -2 R Is a weight function for the arcs

. The objective is to find a path from s to d with
minimal weight sum

. The problem can be solved to optimality efficiently
by using the algorithm of Dijkstra.




"
Finding the shortest path
with the P-graph framework

Modelling
Materials correspond to the vertices of the graph

— The source vertex s is assigned with a raw material
- The destination vertex d belongs to a product
— All the other vertices are represented by an intermediate

— The consumed amount from s, and the required quantity from d
Is 1, while it is forbidden to remain any amount of the
intermediates

— Prices, costs are not introduced for the materials.

Operating units correspond to the arcs
- For each arc (v,v"), an operating unit ({v},{v'}) is introduced
— The fix cost is the weight of the arc, w((v,v"))

— Proportional cost are not introduced, and the capacity limit is 1
for all of the units.
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Finding the shortest path
with the P-graph framework cont'd




" J
Finding maximal flow

. Given is a weighted directed graph D=(V,A,w), a source
vertex s, and a destination vertex d, where

V is the set of vertices
A CV X Visthe set of arcs
W : A — R is a weight function for the arcs.

. The objective is to find a wight function w' such that
W'(a) = w(a) holds for all of the arcs

The Kirchoff junction law is satisfied for all vertices
except s and

The overall weight of the arcs leading from s is maximal

. The problem can be solved to optimality efficiently by the
algorithms of Ford & Fulkerson
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" J
Finding the maximal flow
with the P-graph framework

. Modelling
Materials correspond to the vertices of the graph

- The source vertex s is assigned with a raw material
— The destination vertex d belongs to a product
— All the other vertices are represented by an intermediate

- Minimal and maximal limits are not introduced for the
materials

— The price of the product is 1, the other materials does not
have a price, cost or penalty assigned.

Operating units correspond to the arcs
— For all (v,v') arc an operating unit ({v},{v'}) is assigned.
- The capacity limit is the weight of the arc, 1. e., w((v,V"))
- Proportional and fixed costs are not introduced.
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Finding the maximal flow
with the P-graph framework cont'd
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" J
Transportation problem

. Given are a set of supply sources S and destinations D, moreover:
For all s €S source, a produced amount of a product is given

For all d € D destination, a demand for the amount of the
product is given

For each s,d pair, the proportional transportation cost is given

. The objective is to find a weight function -representing the
transportation amounts - for the complete bipartite graph with
partitions S and D such that

For all source s € S the aggregated weight of the adjacent
edges does not exceed the produced amount.

For all d € D destination, the aggregated weight of the
adjacent edges reach the demand

The wighted sum of the transportations costs is minimal

. The problem can efficiently be solved to optimality by the simplex
algorithm
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" J
Solving the transportation problem
with the P-graph framework

. Modelling
Materials correspond to sources and destinations

— For all source s € S a raw material is assigned
— For all destination d € D a product is assigned

— The maximal limit for the raw material of each s € S is the
production limit of s

- The lower bound for the amount of the product for each d € D is
the required amount of d

— Prices and costs are not defined for the materials.
Operating units correspond to the transportation routes
- For all s € S and d € D an operating unit ({s},{d}) is assigned

— The proportional cost of the wunits is the proportional
transportation cost between s and d

— Capacity limits and fixed costs are not introduced.
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" I
Solving the transportation problem
with the P-graph framework
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Modelling of production

systems

Integration



" A
Introduction

=" Heat integration
= Integration of PNS and scheduling




Heat integration




" A
Introduction

=" The process contains heat stream
Cold streams need heating
Hot streams need cooling
" The cost consists of
Operating units cost
Raw materials cost
Heat exchanges cost




"
Heat exchanger network
(HEN)

" The heating and cooling duties can be satisfied
by

Hot or cold utilities

= For example steam or water which have cost

Other heat stream

=" Heat exchanger unit is necessary
Cost of heat exchange




" S
Input of HEN

= The set of hot streams (F")

= The set of cold streams (F*)

" The rate and the heat capacity of materials
streams

*The set of heat sources (U”) and heat sinks
(U™), their temperatures and costs

=" The cost of heat exchangers




" A
Heat stream of a material

= A material stream can have temperatures

" |f the temperature of a material is different on
different operating unit, it needs heat exchange

=" The rate of enthalpy flow is proportional with
the flow rate of the material




" A
Latent heat

= An operating unit needs heating or cooling to
remain its temperature constant

=" The latent heat has temperature and rate of
enthalpy flow

= An operating unit can have multiple latent
heats

A part of the operating unit has cooling duty an
other part has heating duty




" J
hP-graph

" The hP-graph contains both operating and
heat-exchanger units

" The node for a heat-exchanger unit for heating
IS Indicating by a bar with solid lower half

For cooling, by a bar with a solid upper half

"\When an operating unit has latent heat, the
node for it Is extended by an appropriate heat-
exchanger unit
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" A
Extension of material nodes

" Heat streams with different temperatures
cannot mixed

" In hP-graph each operating unit has it own
material node

= Material flows are represented by fictive
operating units or heat exchangers

E s
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" A
Extension of a material node
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" J
Temperatures

"Let t{! and t{** denotes the input and the output

temperature 6f material m; for operating unit o;,
respectively

"lLet [ denotes the number of latent heats of
operatlng unit 0]

"Let hy; denotes the rate of latent heat i of
operatrng unit 0]

h;; > 0 if the operating unit releases heat
h;; < 0 If the operating unit absorbs heat

-het TM denotes the temperature of the latent
eat




" A
Heat streams

= A material stream can be denoted by a triple
(i), k)
The material (m;)
The operating unit producing it (o;)
The operating unit consuming it (o)

= A heat stream Is such a material stream which
has temperature parameters for both operating
units




" A
Heat streams

- The set of hot streams

= {(i,), K): t)* > i, m; € M, 0; € 9~ (my), 0
S ga"'(ml)} = {FHl,FHZ, . FHnFH}
" The set of cold streams
FC ={(i,}, k): tout <t m; €M, 0; € ¢~ (m;), 0
€ pT(m;)} = {FCl,FCZ, v FCyp )
= For simplicity let t(”k) and t(”k) denotes t{*

and t{} such that t(” R < t(” )




" A
Latent heat

= A latent heat can be denoted by a pair (i, j)
The operating unit (o;)
The number of the latent heat (i = 0,1, ..., ;)
= Set of cold heat sources

[H — {(,-, D):h; > 0,0, € 0,i €{1,..., lj}} = {LH,, LH,, .. LH,,, )
= Set of hot heat sources

LS ={(,D:h; < 0,0; € 0,i € {12, ..., I}} = {LCy, LGy, .. Loy )
= et t()) denotes the temperature of the latent heat (i, )




" J
Heat exchange

=" Two heat streams, or a heat stream and a heat
source, or two heat sources can exchange
heat If their temperature intervals has common
part

= A part iIs enough because a heat stream or a
heat source can exchange heat several times
with different heat streams and heat sources
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" J
Inherent temperature intervals

" Inherent temperature Intervals are the
narrowest intervals on which heat exchange
can occur

= Sorting all temperatures in increasing order

If more heat stream or heat source have the same
temperature it presents only once in the list

ty,ty, sty +1, Where if i < jthent; <t

"E, = [t,, t,+1], P €{1,...,n.} are the inherent
temperature intervals
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" A
Inherent streams

= All heat streams are divided into inherent streams
according to the inherent temperature intervals

=" Hot iInherent streams
H _ . . e H (i,j,k)
L = .{(l,],k,p). (i,j,k) EF',t, =t N
<t pe1,..,n.}} = (FSHy, FSH,, ... FSH,,,_ }
= Cold inherent streams
LE = {(i,j, k,p): (i,j, k) € FE, t, = 57, £, 4
<t p e {1,...,n.}} = {FSCy, FSC,, .. FSCp,, }




" J
Composite substreams

= Composite substreams are the merging of
neighbor inherent streams of a heat stream

" |f the (i,j,k) heat stream has d — 1 inherent
temperature intervals then (“7') subinterval
exists

"Each subinterval has the form of [, =
[ty tsi1], Wherep<g<s<p+d-1




" J
Composite substreams

= Hot composite substreams

IH — {(li]) k{ q; S): (i)jl k) € FH) IqS
c [t (BT = (SSH,, SSH,, ..., SSH

nSSH}
= Cold composite substreams

I“ ={(i,j,k, q,5):(i,j, k) € F, I

C [t5", 6171} = {55C,, SSC,, ..., SSCp . )




" J @/
Potential exchanges

*=The potential exchanges of component
substreams

" Define only for hot streams because it is
symmetric




" J
Potential exchanges

= Potential exchanges of hot component
substreams with cold component substreams

JFF(SSH) = {SSC; = (i",j',k',q",s") € 1°:q <
q',s <s'}, SSH, = (i,j,k,q,s) € I"

=" Potential exchanges of hot component
substreams with cold latent heat

JFL(SSH)) = {LCy = (j',i") € L 1ty < Ty},
SSH, = (i,j,k,q,s) € I




"
Potential exchanges

=" Potential exchanges of hot latent heats with
cold component substreams

JLF(LH) = {SSC; = (i",j", k', q',s") € I°:T}; <
te 1) LHy = (j,0) € L"

= Potential exchanges of hot latent heats with
cold latent heats

JLL(LH) = {LC; = (j',i") € L“:T;j < Ty s}, LH; =
(j,i) e L"




"
Heat exchanges with utility

= Potential exchanges of cold component
substreams with hot utility

JFU(FSC) = {u €e U":UT, > t,,,}, FSC, =
(i,j,k,p) € EC

=" Potential exchanges of hot component
substreams with cold utiIity

JFU(FSH)) = {u € U":UT, < t,}, FSH, =
(i,j,k,p) € E




" J
Heat exchanges with utility

= Potential exchanges of cold latent heats with
hot utility

JLULC) = {fu e U":UT, < T}, LC; = (j,i) € L®
]

= Potential exchanges of hot latent heats with
cold utility

JLU(LH)) = {u € U“:UT, > T;;}, LH, = (j,i) € L"




" A
Mathematical model

= Extension of the linear PNS model

=" The constraints does not change

Lower bounds on the amounts of products to be
manufactured to meet the demand

Availability of raw materials
Mass balance




hP-graph

= T (€ M) denotes the sot of materials which have temperature

" letm; €T, 0, € o (m;) and o; € p*(m;)

m¢ and m! denote the new material

nodes belonging to o, and o;, respectively

to*t and t* denote the temperature
of m¥ and m!, respectively

h¥'  denotes the artificial operating unit
of m; from o, t0 o

wi the amount of material go through A

5, (e 2
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" A
Constraints for new materials

= M; and K; denote the set of new materials and
the set of new operating units for m; € T,
respectively

"Let ir,; =1 and or; =1 for all o, € U, _TK;
and j € Y(oy)

=Let o'~ and ¢'" operator defines the operating
units generating and consuming material of a
hP-graf, respectively




" A
\ )
Constraints for materials

[; < Z X1 OTy; — 2 Xl < U,

ok€P~ (i) oxEP™ (i)
mi € M \ T
l]- < z Xj OTyj — z xkirkj < uj,
or€p’ (J) ore@’ " (j)

’m] EMi,’mi EM\T




" A
Heat transfer

=" The rate of release or absorption of heat
Positive for hot streams and latent heats
Negative for cold streams and latent heats

= Heat stream
QFH, = c;w/*(ty41 — t,), FSH, = (i,j, k,p) € E¥
QFC, = c;w!*(tyer — t,), FSC, = (i,j,k,p) € EC
= | atent heat
QLH, = hyx;, LH, = (j,i) € L"
QLC, = hjy;x;, LC, = (j,i) € L°
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" A
Variables for heat transfer

=" Define only for hot streams because it Is
symmetric

Nonnegative variables

" The first iIndex denotes the hot and the second
denotes the cold stream or latent heat

QFF;;: SSH; € 1, SSC; € JFF(SSH;)
QFL;;: SSH; € 1", LC; € JFL(SSH;)
QLF;;: LH; € L", SSC; € JLF(LH;)
QLL;: LH; € L", LC; € JLL(LH,)




" J
Variables for utility

= Nonnegative variables

" The order of indexes denotes the direction of
heat transfer, 1.e. the first index I1s the hot
source, the second one iIs the cold source

QFU,,: FSH; € E", u € JFU(FSH,)
QUF,;: FSC; € E“, u € JFU(FSC;)
QLU;,: LH; € L", uw € JLU(LH,)
QUL,;: LC; € LY, u € JLU(LC;)




" A
Heat balance

= For each hot latent heat (LH;), the rate of heat
IS the sum of heat transfer to cold streams,
cold latent heats and cold utilities

QLH, = 2 QLF,; +
SSC;1€JLF(LH))
D Qg+ ) QLU
LC,r€JLL(LH)) weJLU(LH;)
LH, e L"”




" A
Heat balance

= For each cold latent heat (LC;), the rate of heat
IS the sum of heat transfer from hot streams,
hot latent heats and hot utilities

—QLClz 2 QFLl’l +
LCi€JFL(SSH,r)

LCi€JLL(LH r) u€jLU(LCy)
LC, e LE
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" A @
Heat balance

"For each hot stream ( FSH;=(i,j, k,p) ) all
composite substream must be taking into account

L —t
QFH, = z prl_p

tg+1 — Ls

.. H
SSH,=(i,j,k,q,s)el " ,s<p<q

QFF, 1 + z QFL,

SSC,1€EJFF(SSHy) LC,1€JFL(SSHy)

+ > QFU,FSH = (ijkp) €E"
WEJFU(FSHY)




" A
Heat balance

" For each cold stream ( FSC,=(i,j, k,p)) all
composite substream must be taking into account

t —t
—QFCZ — z p+1 4

tg+1 — Ls

SSCn=(i,j,k,q,S)EIC,SSqu ]
z QFF 1, + z QLF 1,
SSCn€JFF(SSH, 1) SSCn€JLF(LH 1) |

+ z QUF,;, ,FSC, = (i,j, k,p) € E
u€JFU(FSCy)




" A
Heat streams heat transfer
cost

" Suppose materials m; and m;» exchange heat
A;;» denotes the unit cost of heat-transfer area

U;;» denotes the heat transfer coefficient

=" The cost of heat exchange between composite
substreams SSH; and SSC//

1
CFFll’ — A"’
U LMTD(ts, tgeq, b tgren)
SSH, = (i,j,k,q,s) € 1",
sscy = (i',j',k’,q',s") € JFF(SSH))




" S
LMTD

= L ogarithmic mean temperature difference

(1 —y1) — (x2 —¥2)
LMTD(xll X2, Y1) }’2) — X1 — V1

X2 — Y2

In




" A
Latent heats heat transfer cost

" | et m a material which 1s used for heat transfer

1

mm UlmLMTD (tS' tq+1, Tj’i" Tj’i’ )

SSHl — (i’j’ k, q,S) = IH,LCl’ — (]'”il)
1

Umi'LMTD(Tji' Tii' ts, tq’+1) ,
LH, = (j,i) € L",ssCy = (i'",j',k',q",s") € JFL(LH))

1 2
CLL I — A )

LH, = (j,i) e L",LC, = (j',i") € JLL(LH))
[

CLF ) = Ay




" A @
Utilities heat transfer cost

" In the model the cost of the heat transfer iIs
linear

UC, denotes the cost coefficient of utility u




" J @
Objective function

" The cost of the PNS and the cost of the heat exchange

min z (fix;y; + prop;x;) + z (pricej z xiirij>
0;€EPT(j)

0;€0 rjER
QFF ;1 QFLj 1




" A
Solution

= |t can be solved by a modified ABB algorithm
=" The branching do not change

" The bounding contains the new extended
model

The operating units excluded from the structure are
not presented in the model




PNS and scheduling




" A
Introduction

" In PNS the operating units are continuous

"In the real life processes can be batch
Drocesses

They consume all input materials at the start and
produce output only at the finish

= An operating unit can be used In different
locations of the system without overlapping the
operation in time

Scheduling




Scheduling

=" The input of a scheduling problem can be defined
by the structure of the process (recipe) and the set
available equipment units

Multiple equipment units are available for a task

The operating time of a task depends on the assigned
equipment unit

= An equipment unit must be assigned to each task

= An equipment unit cannot work on multiple tasks
simultaneously

= Changeover time is the shortest time between two
task of the same equipment

Cleaning, setup, ...
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" A
Batch

= The production is based on batches

" To perform the recipe once generates one
batch of a product

= |f performing the recipe does not generate
enough material, it has to be repeated

Multiple batches




" J
Objective function

= Most common aims
Minimizing makespan for given amount of products
Maximizing profit in a given timehorizon
Minimizing earliness, tardiness

= Due dates are given for products

Minimizing cost




" J
S-graph framework

" To represent a scheduling problem and its
solution we use a directed graph
representation called S-graph

= A branch and bound algorithm can determine
the optimal solution




" J
Recipe-graph

" The recipe can be represented by a special S-
graph, so called recipe-graph

=" Nodes denote the tasks (task-nodes) and the
products (product-nodes)

= Recipe-arcs denote the order of the tasks

The direction of the arcs are same as the direction of the
material flow

The weight of a recipe-arc is the minimal difference of
the starting time of the two connected task-nodes

= If multiple equipment units are available the weight is equal
to the shortest operation time

S e 2,
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" J
Example

=" Three product (A, B, C) are to be produce
Three consecutive steps for each

"The sets S1, S2, ..., S9 are the sets of
available equipment units for the

correspanding tasks
A




" J
Scheduling on S-graph

= Scheduling
Assign an equipment unit for each task

Define a total order of the tasks of the same
equipment unit

" Directed arcs (schedule-arcs) denote the
operational order of equipment units

A schedule-arcs start from all the task-nodes
following the actual node in the recipe-graph and
point into the next task-node of the equipment unit

The weight of the arc is equal to the changeover
time
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" J
Example

= Equipment unit E1 starts it work on task 1

= Fills its material into equipment unit assigned
to task 2

= Continues its work on task 6 then task 7




Schedule-graph

= An schedule-graph is a special acyclic S-graph
which represents a solution

" There exists a unique schedule-graph for each
solution

" In a schedule-graph all task (task-node) has
been scheduled

According to the actual equipment-task assignment




" J
Example

= Blue schedule-arcs belong to E1
=" Red schedule-arcs belong to E2
= Green schedule-arcs belong to E3




" J
B&B algorithm

" The most common aim IS to minimize the
makespan (the finishing time of the system)

The amount of product is given apriori

=" The algorithm assign an equipment unit to a task
In each step and determine its place in the activity
list of the equipment unit

0 E’he recipe-graph belongs to the root of the search
ree

= A schedule-graph belongs to each leaf

=" The bounding function is a longest path algorithm
For feasibility test it uses cycle search algorithm

634 - \EATY ’




" J
Integrated problem

" PNS
Synthetize a process

= Scheduling
Schedule a given process

" Integrated problem

Synthetize a process which can generate all
product in a given timehorizon




" J
Integrated problem

=" Operations (tasks) denotes the material
transformations

Like operating units in PNS

= Operations can be performed by equipment
units

Like in scheduling
= Aim
Determine the optimal structure
Give a feasible schedule in timehorizon




" J @/
P-graph

=" The P-graph of the synthesis problem is the
base of the recipe

=" The maximal structure must be acyclic

Cycles can be broken by introducing multiple
batches




" J
Integrated problem

" The equipment units assignment to operations
affects the cost, the operating time and the
capacity

=Cost are calculates from the costs of
operations

Raw material costs are not taking into account

= Retrofit design

There are a set of available equipment units which
have no investment cost

New equipment units can be purchased

R\ K




" A
Parameters

" The PNS parameters are the same
= Additional parameters are needed




Types of equipment units

= E Is the set of equipment unit types
It contains the available and the purchasable types

"k; I1s the number of available equipment units
of type ej

" cost; Is the Investment cost of an equipment
unit of type e;

" The costs, the operating times and the
capacities are same for two equipment units of
the same type




"
Plausible equipment units

" 0FE(o0;) is the set of plausible equipment unit
types for performing operation o;

= Suppose that the cost of performing operation
o; with equipment unit type e; is linear

a;; denotes the proportional cost

= The total cost is a;;x; where x; variable denotes the
capacity of the operation o;
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\ )
Mass flow

=" The mass flow on a equipment unit has bounds

" low;; and upp;; Is the lower and the bound of
operation o; using equipment unit type e;,
respectively

low;j < x; < upp;;




"
Operating time

"time;; Is the operating time of operation o;
performing by an equipment unit of type e;

It does not depend on time mass flow

"ctime;;; IS the changeover time of an

equipment unit of type e; between performing
operation o; and o,

" TIME IS the timehorizon

643 : QEEDY .
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" J
Solution procedure

=" Based on ABB algorithm

= New decisions about equipment units
Assignment of equipment units to operations

= Using an available equipment unit or buy new one

Scheduling




" A
Search tree

= First level
Original decisions of ABB

= Second level
Choosing of equipment unit type

= Third level
Decision about buying or not buying equipment unit




" J
Example

= | et m, the current material

= |t can be produced by operations o, and o,

" Suppose that OE(o,) =1{eq,e3} , OE(0,) =
{ez, €3, €4}

=" There are avallable equipment units for each
type




"
Example

= First level decisions
0 (mq,{o1})
0 (my,{02})
0 (my,{03})

(m,{o,})




" J @
Example

= Multiple decision where multiple types are
available for an operation

|OE(01)| * |OE(0,)| = 6 decisions in the right side of
the tree

(m_{o})
(m,{o,}) (m,.{o,.0,})

(0,e) (0.€,) , e).(0. ©@.8) (0)8) (0,.8,.00,8))
©2€) (0,e,) 28 0002 (0,8 (0,8) (o, 0;€y);
0,e) (0,.e,)




Example

" Possible decisions

©,€)

Two children — buying, not buying
Three children — buying one, buying two, not buying

Four children — buying two, buying for the first,
buying for the second, not buying

(m,{o,})
(ml,{oz}) (m1'{o1’02})

,&), (0,.8).(0,.e)
0,€,) . (0,e)

(©,e) (0,8).(0,8)

(©,8,)
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" J
Bounding

= | ower bound for cost
= Feasibility check with scheduling




" A
Lower bound

= Relaxation of the PNS model extended by constraints
If operation o; is excluded from the structure
0< X < 0

If 0; Is included In the structure and the type of equipment unit
(ej) Is decided

low;j < x; < upp;;
If 0; Is included and type of equipment unit is not decided

min low;; < x; < max upp;;
ejEOE(oi) t ! ejEOE(oi) ppl]

If there is no decision about o;

0<x; < max upp;;
' ejEOE(oi) ppl]
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" J
Feasibility test

= Search for a scheduling of the structure with
makespan less than timehorizon

= Scheduling works only in a fix structure
Solution-structure for the current decisions

= SSG algorithm can generate all solution-
structures

" The generation stops when feasible schedule
has been found

One feasible schedule is enough




" |
Scheduling of solution-
structures

= Fictive tasks for undecided operations
No equipment unit for them

Do not need to schedule

Operating time is the smallest operating time of the
operation

= Recipe-graph is necessary for scheduling
P-graph - recipe-graph




P-graph = recipe-graph

= One task-node for each operation
= One product-node for each product

= Recipe-arc for each connection

If o; producing a material and o; consuming it 2
recipe-arc from task-node of o; to task-node of o;

If 0; producing product = recipe arc from task-node
of o; to the corresponding product-node

The weight of the arc is the smallest operating time
of the potential equipment units

( ! ;ﬁ" ",‘ A j‘j‘ %
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PNS Software Tools:

PNS Draw and PNS
Studio




'_
Table of Contents

= PNS Draw
=" PNS Studio
= Example




" A
Introduction

= P-graph methodology is a good approach for
Process Design

Process Optimization

Flowsheet Optimization

Process Systems Engineering
Process Network Synthesis (PNS)

= The P-graph algorithms are supported by software
tools

PNS Draw
PNS Studio




PNS Draw

“ X

File Edit View Solutions Help

LI O . @ — ‘ \‘")‘ \')‘ ‘ Q ‘ Original Problem o

Object Properties

Quick View

ENTIARY,
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" S
PNS Draw

= System Requirements
P3 800 CPU
256 MB RAM

= Supported Windows Platforms:
Windows 2000 with Service Pack 3 and .NET 2.0
Windows XP with Service Pack 2 and .NET 2.0
Windows Vista
Windows 7
Windows 8




" A
Features

= Draw materials, operating units, connections

= Edit connection arrow position and define breakpoints
and Bezier curves

= For PNS : define object's name and flow rates
= Define colors for objects

= Multiple object moving

= Zoom

= Grid and align to grid

= Export P-graph to PNG image format, SVG vector
graphics format, PNS Studio format

= One step Undo / Redo

2014.12.05. 662 | \Ea)
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" J
Using PNS Draw

= Adding materials and operating units

First option: Drag the material or operating unit symbol
In the toolbar and drop to the editor area.

Second option: Change the draw mode in the toolbar
to material or operating unit and click on the editor
area to put them.

File Edit View Seolutions Help

MEVE NORE

2014.12.05. 663 £ A
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Using PNS Draw

= Connecting objects

Select the Link option in the Drawing Mode
dropdown list.

Click on the first object then click on the second
object.

File  Edit View Solutions Help

’k—H YR KoK ‘ @ ‘ Q, ‘ Gmatarialj

k Pointer

O Raw Material

@ remeciste Matera
@ Product

mmmm  OperatingUnit

I o1 alingunit |
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" J
Using PNS Draw

= Selecting objects

Click on the object to select one object.

Press SHIFT key and click on another object to add to
the selection, or remove from selection.

Press down the left mouse button and move the mouse
to select the objects. You can use the SHIFT key to add
or remove objects from selection.

2014.12.05. 665 % RS j
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Using PNS Draw

= Scroll and zoom

Zoom: Ctrl + mouse wheel

Scroll Up-Down: mouse wheel
Scroll Left-Right: SHIFT + mouse wheel

Move the editor area: press down the right mouse
button and move the mouse

2014.12.05. 666 : \ &I :
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Usin9 PNS Draw

= Add and remove breakpoints to lines
There are two breakpoints:

= temporary (small dot)

= |ine breakpoint (bigger dot)

Adding: Select a line (with left mouse button), the

temporary breakpoints will be shown then move these
to create new line breakpoints.

Removing: Select a line
then select the line
breakpoint then

press the Delete key.

2014.12.05.
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Using PNS Draw

R
u Keys File | Edit | View  Seolutions  Help
Ctrl + U: undo ST L |
Ctrl + Y: redo an o
Tvi Paste
Ctrl + S: save ol ] D
% Settings
Ctrl + C: copy 2

Ctrl + V: paste

Ctrl + D: duplicate

Delete: delete selected objects

Shift: invert selection

Alt: free moving of objects (when snap to grid is on)

2014.12.05. Rl X
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PNS Draw Screenshot

e X

File Edit View Solutions Help

K- O . @ — ‘ @-}\ \.‘)\ ‘ Q, ‘ Original Problem -

Object Properties
E Main ~
Type Operating Unit
MNameProp  operatingunit_
Color Il Black
Coords 2700: 3300
E Label
Text
Font Size 12 (default)
Color Il Black
Offset 378: 50
El Comment
Text
Font Size 12 (default)
Color Il Black
Offsst 378: 70
E Parameters
Capacity - lov
Capacity - up
Investment o
Investment
Operating co
i :
Cperating oo v operalingunit_3

Quick View

A alerial 1 A aterial 2 A aterial_3 A aterial_4

operatingunit_1 operatingunit_2

jal_ material_6

operatingunit_4

material_7

Download link: http://www.p-graph.com/pnsdraw/
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http://www.p-graph.com/pnsdraw/PNSDraw_20110404.zip

" B |
PNS Draw XML Output File
Format

<Material ID="1" Name="material 1" Title="" Type="0">
<ParameterList>
<Parameter Name="price" Prefix="Price: " Value="-1" MU="" Visible="false" />
<Parameter Name="reqgflow" Prefix="Required flow: " Value="-1" MU=""
Visible="false" />
<Parameter Name="maxflow" Prefix="Maximum flow: " Value="-1" MU=""
Visible="false" />

</ParameterList>
<Coords>
<X>900</X>
<Y>300</Y>
</Coords>
<Label Text="">
<Offset>
<X>103</X>
<Y>-100</Y>
</Offset>
<FontSize>-1</FontSize>
<Color>-16777216</Color>
</Label>

2014.12.05. 670 °
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PNS Draw XML Output File
Format

<OperatingUnit ID="3" Name="operatingunit 1" Title="">

<ParameterList>
<Parameter Name="caplower" Prefix="Capacity, lower bound: " Value="-1" MU=""
Visible="false" />
<Parameter Name="capupper" Prefix="Capacity, upper bound: " Value="-1" MU=""
Visible="false" />
<Parameter Name="investcostfix" Prefix="Investment cost, fix: " Value="0" MU=""
Visible="false" />
<Parameter Name="investcostprop" Prefix="Investment cost, proportional: " Value="0" MU=""
Visible="false" />
<Parameter Name="opercostfix" Prefix="Operating cost, fix: " Value="0" MU=""
Visible="false" />
<Parameter Name="opercostprop" Prefix="Operating cost, proportional: " Value="0" MU=""
Visible="false" />
<Parameter Name="payoutperiod" Prefix="Payout period: " Value="-1" MU="" Visible="false,
/>
<Parameter Name="workinghour" Prefix="Working hours per year: " Value="-1" MU=""
Visible="false" />
</ParameterList>
<Coords>
<X>900</X>
<Y>900</Y>
</Coords>




PNS Studio

X
File  Synthesize Options Help

DEFH @

Problem

m (=) Operating Units

Raw Materials b xNews

R

Intermediates
R
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G
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PNS Studio

= System Requirements
At least P3 800 CPU
At least 256 MB RAM

= Supported Windows Platforms:
Windows 2000 with Service Pack 3 and .NET 2.0
Windows XP with Service Pack 2 and .NET 2.0
Windows Vista
Windows 7
Windows 8




PNS Studio

=4 parts of window: materials, operating units,
parameters of materials, paramters of operating

units

File  Synthesize

N d| e
Problem | Salutions
Rl - roteral | Mterapropenes |
(- Raw Materials [i- operatingunit_1 - IR Docrngl m procs
- operatingunit_2 Name material _1 B Basic
! B Input Materials Type raw material Name operatingunit_1
P b material_3: TtAr Quantity type mass Warking hours per year 8000 hAyr (default)
(- Output Materizls Required flow Ot (defaul) Payout period 10 yr/payout period (default)
: L. material_4: 1tAT Required flow Mu tAT [l Capacity constraints
= peratingunit_3 Madmum available flow 100000000 tAyr (default) Bl Capacity constraints
© & Input Matenals Mapdmum flow Mu tAr Lower bound 0 (defaut)
.- material_2 1t Frice 0 €A (default) Upper bound 100000000 (defaul)
Output Materials Price Mu £ El Cost parameters
\.material_3: TtAT Description Description El Operating cost
L aNews Fied charge 0eAr
Name Fied charge Mu LT
Name of the materal. It must be unique in the problem Proportionality constant DEAT
defirition Proportionality constant Mu €At
Bl Investment cost
[[] Convert values automatically Fixed charge o€
Fuxed charge Mu £
Update Cancel Delete Proportionality constant oe
Proportionality constant Mu €
B Overall cost
Name

Name of the operating unit. It must be unique in the problem definition.

[] Convert values automatically

Update Cancel

Delete

&
&
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PNS Studio: Materials

= Materials: raw materials, intermediates, and products

= Operating units with input and output materials

File  Synthesize  Opticns  Help
N H @
Problem [ Solutions |
[=)- Materials [=)- Operating Units
- Raw Materials =B operatingunit_1
- materal _1 El Input Materals
- material_2 - eomatenal_1: 1tAr
- MEws 2 Output Materals
- Intemmediates - material_3: 1tAr
- material_3 [=- operatingunit_2
- £New: EI Input Materials
= Products materal_3: 14T
- materal_4 - Output Materials
-~ MEws material_4: 1147
= operatingunit_3
= Input Materials
- .matenal_2: 1tAr
- Output Materials
- matenial_3: 1tAr
- News




'—
PNS Studio: Default values

= Options menu
— Default
Values |5 miena

Required flow 0le.qg.: tAT)
Mandirmum flow 100000000 (2.q.: tAT)
Price 0le.qg.: &4)
B Operating unit
Flow rate 1le.g.: thT)
B Operating cost
Fixed change 0 &AT
Proportionality constant 0 &
B Investment cost
Foeed charge 0e
Proportionality constant o

B Capacity constraints
Lower bound 0
Upper bound 100000000
= Solver numerical limits
Upper limit 100000000
Mazdmum number of solutions 10

Required flow




PNS Studio: Default I\/Ieasurementu

Units

= Options menu
— Default
Measurement
Units

volume

amourt of substance

energy, work, quantity of heat
time

cumency

length

electric cument

anea

speed

acceleration

force

power

capacity

Default ratios of time units
Default working hour per year value
Default payout period value
Default quantity type
Default guartity type

Default material flow MU
Default price MU

Default investment cost MU
Default operating cost MU

= Default measurement units of available guantity types
t

|T|3

lermol

MJ

w
€

m
A
m2
N

MW
unit

8000 hAr
10 yr/payout period

mass

Default derived units based on guantity. time and cumrency
tAT

€4

El Default measurement unit conversion
L fAtomatically convet valies  False

Selecting this quantity type item as material quantity type, item value will be used to
generate default quantity based derved measurement units.

Update

Cancel Restore defaults
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PNS Studio: Parameters of materials
and operating units

Mame A E Basic ~
Type product Mame 03
Guartity type mass Waorking hours per year 8000 hAyr (default)
Required flow 4tAT Payout perod 10 yr/payout perod (default)
Required flow Mu tAyT E Capacity constraints
Mazdmum flow 100000000 t AT (default) B Capacity constraints
Mazdimum flow Mu tAyT Lower bound [ (default)
Price 0 £/ (default) Upper bound 100000000 (default)
Price Mu &t E Cost parameters
Description Description B Operating cost
Foced charge 28AT
Mame Foced charge Mu £4T
Mame of the matenal. | must be unigue in the problem Proportionality constant 1 84T
definition. Proportionality constant Mu  £4r
B Investment cost
[] Convert values automatically Fixed charge o0&
Feced charge Mu £
|pdate Cancel Delete Proportionality constant 0
Proportionality constant Mu €
B Owverall cost W
MName
Mame of the operating unit. £ must be unigue in the problem defintion.
[] Convert values automatically
|pdate Cancel Delete

(ENTIARL,
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PNS Studio: P-graph

algorithms
:
. Optlons menu File | Synthesize | Options Help
— Synthesize menu Y@ MsG
» MSG is the abbreviation Problen ig ’ - MintaPel
of Maximal Structure '3'"; o

Generation, which is an b
algorithm for PNS problems

that determines maximal structure for the problem in
polynomial time

= SSG Is an algorithm that determines the all feasible
solution structure for a PNS problem

= SSG+LP and ABB: To get the optimal structure we
have to run the SSG+LP or ABB algorithm 79
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PNS Studio: Result of MSG
algorithm

File  Synthesize  Options  Help

15 H @

Problem | Solutions [M5G] - MintaPelda pns

Materials(7):
E.FAGCDB
Operating units(4):
03 04,01,02

Maximal Structure:
Materals{7):
E.FAGCDB
Operating units(4):
03, 04,01,02

End.




PNS Studio: Result of SSG
algorithm

File  Synthesize Options Help
DEH @
Problem | Solutions [SSG] - MintaPelda pns

Materials(7):
EFAGCDB
Operating units(4):
03,04,01,02

Maximal Structure:
Materials(7):
E.FAGCDB
(Operating units(4):
03,04,01,02

Solution structure #1
Materials(4):
E.AGC
(Operating units(2):
03,01

Solution structure #2:
Materials(5):
F.AGCD
(Operating units(2):
04,01

Solution structure #3:
Materials(E):
E.F.AGCO
Operating units(3):
03,04, 01

Solution structure #4:
Materials(5):
F.ACD.B
(Operating units{2):
Soll.rtlon structure H#5:
Opeﬁmng unrts{E]
04,01,02

Solution structure 26
Materials(7)
E.FAGCDB
Operating unrts{-i}
03.04,01,0

End.

C\ENTIARUM

682




" I
PNS Studio: Result of SSG
algorithm

Solution structure #3:
Materials (7): Materials (6) :
E, F, A, G, C, D, B E, F, A, G, C, D
Operating units(4): Operating units(3):
03, 04, 01, 02 03, 04, 01
Maximal Structure: Solution structure #4:
Materials (7): Materials (5):
E, F, A, G, C, D, B F, A, C, D, B
Operating units(4): Operating units(2):
03, 04, 01, 02 04, 02
Solution structure #1: Solution structure #5:
Materials (4) : Materials (6) :
E, A, G, C F, A, G, C, D, B
Operating units(2): Operating units(3):
03, o1 04, 01, 02
Solution structure #2: Solution structure #6:

Materials (5) :

F, A, G, C, D
Operating units(2):
04, o1

Materials (7):

E, F, A, G, C, D, B
Operating units(4):
03, 04, 01, 02

ai«r'

End.
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PNS Stu

Operating units

O1

dio: Parameters for the
PNS problem

Raw material
E
Product
A

Raw material
E
F

4

3
2
2

Fixed charge Proportional cost

1
1
1
0.5
Constraint
<10
Constraint
>4
Price
0.8

1.6




PNS Studio: Optimal and 2nd best
solution

| File  Synthesize Options Help
PN Hd @

' Solution #1: Total cost: 11.2 €47
=R Splutinn H1: Total cost: 11,2 84T
=)~ Materials:

v|
- E: consumed amourt = At4yr Cost: 3.2 €4r

A produced amount = 4 tAyr, Cost: 0 €47
G: balanced

; [- C: balanced
[=- Operating units:

& 03, Size factor: 1, Cost: 3 £4r
[ 01, Size factor: 1, Cost: B AT

Poblem | Solfions [NSIDEOUT]-MintzPeldapns () [
' Solution #2: Total cost: 13,1456 £4r v
= Spll.rtinn HZ: Total cost: 13,1456 €47
EI Materials:
i [ E: consumed amount = 3,872 tA4T, Cost: 3.0976 S4r
: F: consumed amount = 1,6t/r, Cost: 0 £4r
t]- A produced amount = 4t4r, Cost: 0 AT
G: produced amount = 0,032 tAT
C: balanced

=R [ produced amount = 1,44 t/4r
(= Operating units:

@103, Size factor: 0,968, Cost: 2,968 €A4T
(- 04, Size factor: 0,16, Cost: 2,08 £4r
[~ 01, Size factor: 1, Cost: 5 84T
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Webpage: www.p-graph.com

E :: P-graph For: Process Synthesis; Process ... | + =

(— & wwnw.p-graph.com wrvc ' Google P EH- ¥+ #

P = graph www._p-graph com is under continuous development.

€ Home Welcome to www.p-graph.com !

© .
Introduction 2003 Computing in Engineering Award Winer: Professor Liang-Tseng Fan, Kansas State University

© Literature Review For broad and outstanding contributions to the analysis, synthesis, and control of process and material systems.

Demonstration
Procrams The CAST Award Lecture:
zfograms From Macroscopic World to Microscopic World through Mazes of Process Graphs and
€ Related Sites . from Microscopic World to Mesoscopic World through Drunkards' Paths
© Editors byL.T.Fan
© Public Wiki Download PowerPoint presentation.
Mail to Webmaster

Book chapter about the P-graph framework in a major chemical-engineering textbook

Web Site for Chapter 4

Flowsheet Synthesis and Development of

Plant Design and Economics for Chemical Engineers
Fifth Edition

By Peters, Timmerhaus, and West
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