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Parametric tests

Parameter: a parameter is a number characterizing an
aspect of a population (such as the mean of some
variable for the population), or that characterizes a
theoretical distribution shape.

Usually, population parameters cannot be known

exactly; in many cases we make assumptions about
them.

m Parameters of the normal distribution: pu,
m Parameter of the binomial distribution: n, p
m Parameter of the Poisson distribution: A



Parametric tests

m The null hypothesis contains a parameter
of a distribution. The assumptions of the
tests are that the samples are drawn from
a normally distributed population. So t-
tests are parametric tests.

m One sample t-test: HO: u=c,

m wo sample t-test: H,: p,=p, assumptions:
6.2= 5,2 |



Nonparametric tests

m \We do not need to make specific
assumptions about the distribution of data.

m They can be used when
* The distribution is not normal
* The shape of the distribution is not evident

» Data are measured on an ordinal scale (low-
normal-high, passed — acceptable — good —
very good)



Ranking data

Nonparametric tests can't use the estimations of
population parameters. They use ranks instead. Instead of
the original sample data we have to use its rank.

To show the ranking procedure suppose we have the

following sample of measurements:
199, 126, 81, 68, 112, 112.

m Sort the data in ascending order: 68, 81,112,112,126,199

m Give ranks from 1 to n: 1, 2, 3, 4, 5, 6

m [wo cases are equal, they are assigned a rank of 3.5, the
average rank of 3 and 4. We say that case 5 and 6 are

tied.
Ranks corrected for ties: 1, 2, 35, 3.5 5, 6
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Result of ranking data

Case Data Rank Ranks corrected for ties

4 68 1 1
3 381 2 2
5 112 3 3.5
6 112 4 3.5
2 126 5 5
1 199 6 6
m The sum of all ranks must be Zn:ri = n(n2+1)

m Using this formula we can check our computations.
m Now the sum of ranks is 21, and 6(7)/2=21.



Nonparametric tests for paired data
(nonparametric alternatives of paired t-test)

m Sign test
m Wilcoxon’'s matched pairs test

m Null hypothesis: the paired samples are
drawn from the same population



Nonparametric test for data in two independent
groups
(nonparametric alternatives of two sample t-test)

m Mann-Whitney U test

m Null hypothesis: the samples are drawn
from the same population

m Assumption: the distribution of variables is
continuous and the density functions have
the same shape



Patient Change in body Group Rank Rank corrected for
weight (kg) ties
1. -1 Diet 3 3
2. 5 Diet 16 16.5
3. 3 Diet 12 13
4. 10 Diet 21 21
3. 6 Diet 18 19
6. 4 Diet 15 15
7. 0 Diet 4 55
8. 1 Diet 8 9
9. 6 Diet 19 19
10. 6 Diet 20 19
Sum of ranks, R, 140
11. 2 Control 11 11
12. 0 Control 5 5.5
13. 1 Control 9 9
14. 0 Control 6 5.5
15. 3 Control 13 13
16. 1 Control 10 9
17. 5 Control 17 16.5
18. 0 Control 7 55
19 -2 Control 1 1.5
20. -2 Control 2 15
21. 3 Control 14 13

Sum of ranks R,
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SPSS output

Ranks
group N Mean Rank | Sum of Ranks
VAR00001 1.00 10 14.00 140.00
2.00 11 8.27 91.00
Total 21
Test Statistic®
VAR00001
Mann-Whitney U 25.000
Wilcoxon W 91.000
Z -2.129
Asymp. Sig. (2-tailed) .033
Exact Sig. [2*(1-tailed .DSGa

Sig.)]

a. Not corrected for ties.

b. Grouping Variable: group
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Nonparametric alternative of the correlation coefficient :
Spearman's rank correlation coefficient.

m The rank correlation coefficient r,
one of the nonparametric measure
of statistical dependence. It is the |
Pearson’s correlation coefficient Spearrman corre ation=2
based on the ranks of the data if 10 ! ! —
there are no ties (adjustments are |

made if some of the data are tied).
—1<r  s+1
Its significance can be tested using

the same formula as in testing the
Pearson’s coefficient of correlation.

—15L
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http://upload.wikimedia.org/wikipedia/commons/4/4e/Spearman_fig1.svg

Nonparametric tests but they
are not based on ranks
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TABLE C: 3* CRITICAL VALUES

¥ CRITICAL VALUES

Tail probability p
df 25 20 A5 10 03 025 02 01 0030025 001
1 1.32 1.64 2.07 2.71 3.54 5.02 541 663 788 9.14  10.83:
2 297, 322 379 4.61 599 7.38 7.82 921 10,60 1198 13.82
3 4.11 4.64 532 6.25 7.51 9.33 984 1134 1284 1432 1627
4 339 5.89 6.74 7.78 949 1114 1167 1328 1486 1642 1847
5 6.62 7.29 812 924 1LOT 1283 1339 1509 1675 1839 2051
6 7.84 8.56 945 1064 1259 1445 1503 1681 1855 2025 2246
7 .04 9.80 1075 1202 407 1601 1662 1848 2028 2204 2432
8 1022 1103 1203 1336 1551 1753 1817 2000 2195 2377 2612
9 1139 1224 1330|468 1692 1002 1968 2167 2359 2546 2788
10| 1255 1344 1453 1599 1831 2048 2116 2321 2519 2711 29.59
11 13,70 14.63 15.77 17.28 19.68 21.92 2262 2472 2676 2873 3126
12 | 1485 1581  169% 1855 2103 2334 2405 26322 2830 3092 3291
13| 1598 1658 1820 IDBl 2236 2474 2547 27469 2982 3188 3453
4] 1712 1815 1941 2106 2368 2602 2687 2014 3132 3343 3612
15 18.25 1831 2060 2231 25.00 2749 28.26 30.58 3280 34,05 3770
16| 1937 2047 2079 2354 2630 2885 2963 3200 3427 3646 3925
17 204% 2161 2298 2477 2739 3019 3100 3341 3572 3705 4099
18| 2160 2276 2416 250% 2887 3153 3235 3481 3716 3942 4231
19 2272 23.80 2533 2120 30.14 32.85 33.69 36.19 3358 4088 4382
0 [ 2383 2504 2650 2841 3141 3417 3502 3757 4000 4234 4531
21| 2493 2517 2766 2962 3267 3548 3634 3893 4140 4378 46.80
22| 2604 2730 2882 3081 3352 3678 3766 4029 4280 4520 43.27
23 2714 2843 2098 3201 3517 B0 3897 4164 4418 4662 4993
24| 2824 2955 3113 3320 3642 3936 4027 4298 4556 4803 5118
25| 2834 3068 3228 3438 3765 4065 4157 4431, 4653 4944 5262
26 3043 3179 3343 3556 38.89 4192 4286 45.64 4829 5083 5405
27 31.53 3zm 34.57 074 4001 4319 4414 4606 4064 5222 5548
28 3262 3403 3571 3792 4134 4448 4542 4828 5099 5350 56.89
29 | 3371 3514 3683 3900 4256 4572 4669 4958 5234 5497 3330
0 | 3480 3625 3799 4026 4377 4698 4796 50.8% 5347 Se53 0 59.%0
40 | 4562 4727 4924 S1LB1 5576 5934 6044 6160 6677 6970 7340
0| 5633 5816 6035 €317 6750 Y142 TA61 Y615 7949 8266 BG.66
&0 66.98 | 6E97 7134 7440 7908 23.30 8458 BE3E 9165 9534 G59.s1
80 | 8813 9041 9311 U658 1019 1066 1081 1123 1163 12001 1248
100 | 1091 1117 147 11BS 1243 1296 1311 1358 1402 1443 1494
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Example

m A study was carried out to investigate the proportion of persons getting
influenza vary according to the type of vaccine. Given below is a 3 x 2 table
of observed frequencies showing the number of persons who did or did not
get influenza after inoculation with one of three vaccines.

m Does proportion of getting influenza depend on the type of vaccine?

Number getting Number not getting

Type of vaccine influenza influenza Total
Seasonal only 43 (15.35%) 237 280 (100%)
H1N1 only 52 (20.8%) 198 250 (100%)
Combined 25 (9.2%) 245 270 (100%)
Totals 120 680 800
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Test of Independence

m In biology the most common application for chi-squared

IS in comparing observed counts of particular cases to
the expected counts.

A total of n experiments may have been performed
whose results are characterized by the values of two
random variable X and Y.

We assume that the variables are discrete and the
values of X and Y are Xy, X,,...,X. and Yy, Y,...,Ys,
respectively, which are the outcomes 011 the events

ApA,,.. A and By, B,,...,B; . Let's denote by k; the
numéer of the outcomes of the event (A, B). These
numbers can be grouped into a matrix, called a
contingency table. It has the following form:

15



Contingency table

B, |B, B, |Total
Al kll I(12 kls I+w
AZ k21 I(22 kZS I(2+ ]
Ar krl kr2 krs kr + o
Total |k K K n
° B i N B
Frequency of Bievent  k  =>k,

i=1,2,...s

Frequency of A, event
1=1,2,...1
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Chi-square test (Pearson)
H,: The two variables are independent. Mathematically: P(A; B)) = P (A) P(B;)

Test statistic:

k., -k

o i+ ] )2

, (kij_ n
=220 rk,,

i=1 j=1

N

If H, is true, then y2 has asymptotically y? distribution with (r-1)(s-1) degrees of

freedom.

Decision: if %2> %%, then we reject the null hypothesis that the two variables are

independent, in the opposite case we do not reject the null hypothesis.
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Observed and expected frequencies

B, B, B; B, Total
A k11 k12 1 kls k1+
A2 k21 k22 k2j k25 k2 +
A ke [k (ks s (ki
Ar kr1 kr2 - krj krs kr +
Totd [k, [Kyp | (Ky ks (0 )

m Observed (Oij)

, zi-

i=1 j=1

_Z

=1l j=1

m Expected (E;)=:
m Row total*column total/n
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Example

m A study was carried out to investigate the proportion of persons

getting influenza vary according to the type of vaccine. Given below

is a 3 x 2 table of observed frequencies showing the number of

persons who did or did not get influenza after inoculation with one of

three vaccines.

Type of vaccine
Seasonal only
H1N1 only
Combined

Totals

Numjer getting Number not getting
influenza influenza

¢43 237

52 198

25 245

120 680

Total

280
250
270
800

m There are two categorical variables (type of vaccine, getting influenza)

m H,: The two variables are independent
= proportions getting influenza are the same for each vaccine

19



Calculation of the test statistic

Observed frequencies Expected frequencies
Number Number not Number Number not
Type of getting getting Tot Type. of . getting . getting Tota
vaccine influenza influenza al vaccine influenza influenza |
Seasonal only 43 237 280 Seasonal only 42 238 280
H1N1 only 52 198 250 H1N1 only 37.5 212.5 250
Combined o5 245 270 Combined 40.5 229.5 270
Totals 120 680 goo ~'oals 120 680 800
k ki+ ) k+j 2
, KT ) (43-42)7  (237-238)2 (52-37.5)7 (19821257 (25— 40.5)% (245 229.5)
PEX2 Tk T @ T oz T as T a5 T 408 229.5
i=1 j=1 i+ +] . . . .

" 7*=0.024+0.004 + 5.607 + 0.975+ 5.932 + 1.047 = 13.5902
v*=13.6
Degrees of freedom: {(r—1 )(c—1 )=} (2-1)*(3-1)=2
Here %2 =13.6> y?,,c =5.991; (df=2;0=0.05). We reject the null hypothesis

We conclude that the proportions getting influenza are not the same for each
type of vaccine

20



Assumption of the chi-square test

m Expected frequencies should be big
enough

m The number of cells with expected
frequencies < 5 can be maximum 20% of
the cells.

m For example, in case of 6 cells, expected
frequencies <5 can be in maximum 1 cell
(20% of 6 is 1.2)

21



SPSS results

Chi-Square Tests

Asymp. Sig.
Value df (2-sided)
Pearson Chi-Square 13,6032 2 ,001
Likelihood Ratio 13,941 2 / 001
N of Valid Cages 800

a. 0 cefls (,0%) have expected count less than 5. The
Inimum expected count is 37,50.

: requencies are OK

v?*=13.06 and p=0.001

Here p=0.001 < a=0.05 we reject the null hypothesis.

We conclude that the proportions getting influenza are not the same for each

type of vaccine
22



Testing for independence



Chi-squre test: 2 by 2 tables

Risk factor Total
Yes No
Group 1 Ky K, Ky,
Group 2 K>, K, Ko,
Total K,/ K., N

24



Chi-square test for 2x2 tables

m Formula of the test statistic
2 _ n(k11k22 — k12k21)2 df =1
I(+1k+2 I(1+ k2+
m Frank Yates, an English statistician, suggested a correction
for continuity that adjusts the formula for Pearson's chi-
square test by subtracting 0.5 from the difference between
each observed value and its expected value ina 2 x 2

contingency table. This reduces the chi-square value
obtained and thus increases its p-value.

X

Zz _ nqknkzz — k12k21 B n/2)2 df =1: Yates
k+1k+2 k1+ k2+
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Example

m We are going to compare the proportions of
two different treatments’ output. Our data are
tabulated below.

m HO: the outcome is independent of treatment in
the population.

outcome
Treatment Death Survival Total
A 5 45 50
B 8 42 50
Total 13 87 100

o N(kyky, Kk, ) 100(5* 42— 8* 45)?

Xp = =0.79,df =1;
kK, K. K. 50*50*13* 87




Solution based on obseved and expected

Observed Expected | 950-13_13
100 2
outcome outco
Treatment  Death  Survival  Total | Treatment Deat Survival  Totd
A 5 45 5 [A 6.5 43.5 50
B 8 42 50 (B 6.5 43.5 50
Total 13 87 100 | Totd 13 87 100

» (5-6.5)° | (8—6.5)° .\ (45— 43.5)° | (42-43.5)%
Lo 6.5 6.5 43.5 43.5

225,225 225,225 .0 4o

T 65 65 435 435
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m Here Pearson 32 =0.796 <y?
hypothesis that the two vari

Decision

jable

=3.841 thus we accept the null
s are independent

m SPSS p-value (=0.372) is greater than a=0.05 so thus we accept also
the two variables are independent

the null hypothesis t

ChiSquare Tests

Asymp. Sig. | Exact Sig. | Exact Sig.
Value df \&sided) (2-sided) (1-sided)
[ Pearson Chi-Square 796P =372
Continuity Correction 354 552
Likelihood Ratio ,802 ,370
Fisher's Exact Test 554 277
N of Valid Cases 100

a. Computed only for a 2x2 table

b. 0 cells (,0%) have expected count less than 5. The minimum expected count is

6,50.
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Notes

m Both variables are dichotomous

m The Chi-squares give only an estimate of the
true Chi-square and associated probability
value, an estimate which might not be very
good in the case of the marginals being very
uneven or with a small value (~less than five)
in one of the cells

m In that case the Fisher Exact is a good
alternative for the Chi-square. However, with
a large number of cases the Chi-square is
preferred as the Fisher is difficult to calculate.

29


http://home.clara.net/sisa/fishrhlp.htm

Fisher’s-exact test

Calculation of the p-value is based on the permutational distribution of the test
Statistic (without using chi-square formula).

30



Display of data

Disease status

Disease| No Total
Exposed a b at+b
Non-exposed C d c+d
Total at+c b+d N

31




Fisher-exact test

m [he procedure, ascribed to Sir Ronald
Fisher, works by first using probability
theory to calculate the probability of
observed table, given fixed marginal totals.

= Note: n factorial: n!1=1-2.3-...-n, 01=1
(a+c)(b+d)!(a+b)(c+d)
nlalblcld!

32



Example

Disease status

Yes

NO

Total

Exposed

2

3

Non-exposed

A

0

Total

6

3

Chi-Square Tests

Asymp. Sig. | Exact Sig. | Exact Sig.
Value df (2-sided) (2-sided) (1-sided)
Pearson Chi-Square 3,600° 1 ,058
Continuity Correction? 1,406 1 ,236
Likelihood Ratio 4,727 1 ,030
Fisher's Exact Test 167 119
Linear-by-Linear
Associatsilon 3,200 1 074
N of Valid Cases 9

a. Computed only for a 2x2 table

1,33.

b. 4 cells (100,0%) have expected count less than 5. The minimum expected count is

33



Original table
Disease | Status
Yes No
Exposed 2 3

Non-exposed

Possible re-arrangements

Povs = o040 ~ 104500440

Disease Status

Yes No

Exposed 3 2

Non-exposed 3 1
p=0,4762

Exposed 4 1

Non-exposed 2 2
p=0,3571

Exposed 5 0

Non-exposed 1 3

P=0,0476

Observed probabilities

I
_ 5463 _ 12441600 _ .0,

Fisher’s p-value=0,119+0,0476=0,167

ed that to generate a significance level,
consider only the cases where the
matrginal totals are the same as in the observed
able, and among those, only the cases where the
arrangement is as extreme as the observed
arrangement, or more so.
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The chi-square test for

goodness of fit




he chi-square test for goodness of fit

m Goodness of fit tests are used to determine
whether sample observation fall into categories
In the way they "should" according to some ideal
model. When they come out as expected, we
say that the data fit the model. The chi-square
statistic helps us to decide whether the fit of the
data to the model is good.

m HO: the distribution of the variable X is a given
distribution

36



The distribution of the sample depending on
the type of the variable

m Categorical variable. m Continuous variable

Example. A dice is thrown Example. We would like to
120 times. We would like test whether the sample
to test whether the dice is IS drawn from a normally
fair or biased. distributed population.
Observed frequencies Distribution of aaes

Age

37



Suppose we have a sample of n observations. Let's prepare a bar
chart or a histogram of the sample — depending on the type of the
variable. In both cases, we have frequencies of categories or
frequencies in the interval.

Let's denote the frequency in the i-th category or interval by k;,
1=1,2,...,r (r is the number of categories).

Let's denote p, the probabilities of falling into a given category or
interval in the case of the given distribution.

If HO is true and n is large, then the relative frequencies are
approximations of p; -s, k . =Np,

S

Observed frequency Expected frequency

The formula of the test statistic has 2 distribution with (r-1-s)
degrees of freedom. Here s is the number of the parameters of the

distribution (if there are).

© E) (ki —n-p;)°
Z Zl npl




Test for uniform distribution
m Example. We would like to test whether a dice is fair or

biased. The dice is thrown 120 times.
m HO: the dice is fair, the probability of each category, p,=1/6.
m Calculation of expected frequencies: n - p;=120-1/6 = 20.

m [f it is fair, every throwing are equally probable so in ideal
case we would expect 20 frequencies for each number.

1 2 3 4 5 6
Observed frequencies 25 18 21 17 20 19
Expected frequencies 20 20 20 20 20 20

& (k. —20)°2
X 2: ( i —
;1 20

20
1

= —— (5 +4+1+9+0+1)=2

20

= L5 - 20)2 4 (18 — 20 )7+ (21 - 20 )2 +17 - 20 )2 4 (20 — 20 )% + (19 - 20 )2 =

The degrees of freedom is 5, the critical value in the table is =11.07.
As our test statistic, 2 < 11.07 we do not reject HO and claim that the dice is fair.
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Test for uniform distribution
m Example 2. We would like to test whether a dice is fair or

biased. The dice is thrown 120 times.
m HO: the dice is fair, the probability of each category, p,=1/6.
m Calculation of expected frequencies: n - p;=120-1/6 = 20.

m [f it is fair, every throwing are equally probable so in ideal
case we would expect 20 frequencies for each number.

1 2 3 4 5 6
Obsenved frequencies 5 18 21 17 20 36
Expected frequencies 20 20 20 20 20 20

& (k. —20)°2
X 2: ( i —
;1 20

20
1

= — (25 +4+1+9+ 0+ 361

20

The degrees of freedom is 5, the critical value in the table is =11.07.

=l (52 20)74 (18 - 20)2 4 (21 - 20 )2+ (17 - 20 )% + (20 — 20 )% + (39 - 20 )2 =

As our test statistic, 30 > 11.07 we reject HO and claim that the dice is not fair.
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Test for normality

Let's suppose we have a sample and would like to know
whether it comes from a normally distributed population.

HO: the sample is drawn from a normally distributed
population .

Let's make a histogram from the sample, so we get the
"observed" frequencies . To test the null hypothesis we
need the expected frequencies.

We have to estimate the parameters of the normal
density functions. We use the sample mean and sample
standard deviation. The expected frequencies can be
computed using the tables of the normal distribution
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Body height

a0

20

10

std. Deyv = 8.52
Mezn = 1704
M =87.00

Frequency

a

190.0
19510

1500 1600 1700 180.0

123.0 163.0 173.0 185.0

Body height

r

X2=>

i=1

(ki — NP, )2

np;

np;
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of normality the points are arranged approximately, in.a str
9599 - t } f t 5 }
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http://www.hidrotanszek.hu/hallgato/Adatfeldolgozas.pdf
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Using Gauss-paper
There is a graphical method to check normality . The "Gauss-paper" is a
special coordinate system, the tick marks of the y axis are the inverse of
the normal distribution and are given in percentages. We simply have to
draw the distribution function of the sample into this paper. In the case
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SPSS: Q-Q plot (quantile-quantile plot)
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Comparing a single proportion

m In a country hospital were 515 Cesarean section (CS)
In 2146 live birth in 2001. Compare this proportion to
the national proportion 22%. Does proportion of CS in
this hospital differ from the national one?

m Hy p=22%
m H,: p=222%

E)l— p  (515/2146)-0.22 0.24-0.22

L= = = ~ 2234
\/ p(1- p) \/ 0.22.0.78 0.0089

n 2146
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Review questions and problems

When to use nonparametric tests
Ranking data

The aim and null hypothesis of the test for
iIndependence

Contingency table

Observed and expected frequencies

The assumption of the chi-square test

Calculation of the degrees of freedom of chi-square test

Calculation of the test statistic of chi-square test and
decision based on table

Evaluation possibilities of a 2x2 contingency table
Fisher's exact test
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Problems

1. The following table shows the results of placebo and aspirin in an experiment, with the
number of people in each treatment group who did and did not develop thromboses. Decide
whether the aspirin had or had not effect on thrombus formation.

Developed thrombi Free of thrombi
Placebo 10 5
Aspirin 10 20
Find the value of the test statistic, and give your conclusion. (alfa=0.05, y 2i4,e=3.84)
This conclusion was based onthevalue ............ccccccveeneee because........cooceevcieeicciee e,

2. Two medicines are being compared regarding a particular side effect, 60 similar patients are
split randomly into two groups, one on each drug. The results are presented in the following
table:

Side effects | no side effects
Drug A 10 20

Drug B ) 25

Are drug type and side effects independent?
Find the value of the test statistic, and give your conclusion. (alfa=0.05, y 214,=3.84)

This conclusion was based on thevalue............ccccoveeienennne. because.........cccoovveneniinienee
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square test. Interpret the SPSS result

Sex * Is biostatistics necessary? Crosstabulation

Problems

m Boys and girls were asked whether they find biostatistics
necessary or not. The answers were evaluated by a chi-

Is biostatistics
necessary?
yes no Total
Sex Male Count 58 11 69
% within Sex 84.1% 15.9% 100.0%
Female Count 34 1" 45
% within Sex 75.6% 24.4% 100.0%
Total Count 92 22 114
% within Sex 80.7% 19.3% 100.0%
Chi-Square Tests
Asymp. Sig. | Exact Sig. | Exact Sig.
Value df (2-sided) (2-sided) (1-sided)
Pearson Chi-Square 1.264° 1 .261
Continuity Correctior? 777 1 .378
Likelihood Ratio 1.243 1 .265
Fisher's Exact Test .333 .188
e IR ECN B
N of Valid Cases 114

a. Computed only for a 2x2 table
b. 0 cells (.0%) have expected count less than 5. The minimum expected count is 8.68.
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